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Abstract

A comparison study of grain segmentation in 2D and 3D electron backscatter diffrac-
tion (EBSD) measurements of polycrystalline materials, based on a misorientation threshold,
is presented. Using Laguerre tessellations with orientation marks, a simulation study that
demonstrates a different sensitivity of segmentation in the case of low angle and high angle
grain boundaries is involved. Then two metallic materials measured by 3D EBSD are investi-
gated concerning segmentation, and there are given some recommendations for the misorien-
tation thresholds. Computational tools such as DREAM 3D software enable significant data
evaluation that is completed by a five-parameter analysis of grain boundaries.
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1. Introduction

The electron backscattered diffraction method
(EBSD) has been a powerful tool in material science
since the nineties, when a certain level of computeri-
zation and application of Hough transform took place,
see [1, 2]. Nowadays, we can perform not only 2D
EBSD but exploiting focused ion beams (FIB), even
3D EBSD, by materials’ slicing tomography [3]. The
3D EBSD data evaluation is a complicated process [4].
Still, we expect to be able to construct grains [5] and
microstructure parameters by applying the same or
similar procedures as in 2D EBSD data evaluation [6].
However, a discrepancy in the segmentation of data
points into the grains in the 2D and 3D cases is ap-
parent, since a nonconvex grain in 3D can be observed
as more than one grain in a 2D slice.

The segmentation problem is deeply connected to
the basic understanding of the polycrystals. Gener-
ally, the definition of grains as they were observed by
founders of metallography was purely natural: They

observed the boundaries — the separators, whereas
grains or rather their interiors were homogeneous ar-
eas inside with defined or expected value of properties.
Of course, it is known that a grain structure with the
tessellation formula can be created [7]; nevertheless,
EBSD is the final step reversing axiom to construct
the grains [2]. We have a set of measured points in the
EBSD method. We have positions of such points and
their marks (e.g., Euler angles). Thus, here the inte-
rior is a quality, which exists, whereas the boundary
has to be constructed. The easiest way how to create
grains from the set of measured points is the following
definition: the grain interior shall have the same or
very similar properties. Thus, we construct grains by
collecting the measured points with the defined prop-
erty. The metallographic and EBSD grains must be
then the same in the optimal case. However, the re-
sult of an experiment is not optimal. It contains some
noise or even a kind of systematic aberrations, and the
reconstruction of grain structure can be done only up
to some level of accuracy.
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The problem described above was omitted in com-
putational materials science since the 3D data is fre-
quently used in an elementary manner. Despite the
explosion of three-dimensional methods in the last
decades, the majority of 3D models use simple math-
ematical schemes to build the structure by a general
procedure approaching the reality by just a few pa-
rameters, measured from 2D cuts of material [8].

Data obtained by 3D EBSD or 2D EBSD form a
set of orientations of measured points in a 3D ma-
trix (the points are called voxels in the sequel) or
2D matrix (pixels in the sequel), respectively. The
EBSD method considers a grain to be the set of all
points (voxels or pixels, respectively) with a similar
orientation, which are surrounded by a boundary of
a given misorientation threshold. The typical thresh-
old in the EDAX OIM software is 5° [9], but other
choices are possible as well [10, 11]. The obtained seg-
mentation into the grains depends on the chosen mis-
orientation threshold, of course, but even if we use a
fixed misorientation threshold, we may get different
results of the segmentation in 2D and 3D, as shown
n [12]. Therefore, the results obtained in 2D EBSD
may not be easily compared with the results from 3D
EBSD.

In the paper, we present a comparison study of
segmentation of 2D and 3D EBSD measurements in
polycrystalline materials, based on a misorientation
threshold. The main results of this topic are presented
in Sections 2 and 3. The aim is to draw the reader’s
attention to the danger of obtaining misleading quan-
titative results about the geometry of microstructure
when paying little attention to a proper segmentation.
First, in Section 2, the problem is demonstrated in a
simulation study. A generalized Laguerre tessellation
modeling of polycrystalline microstructure measured
by 3D EBSD was used in [13]. We can simulate this
model with a priori given distribution of misorienta-
tions. The influence of this distribution on the seg-
mentation is shown.

In Section 3, we discuss the segmentation prob-
lem with two materials, namely the AIMgSc alloy af-
ter ECAP and annealing, and pure copper after high-
pressure torsion and annealing at room temperature.
The polycrystalline microstructures are observed by
3D EBSD and 2D EBSD. The approaches presented
in Section 2 for simulated toy data examples are dis-
cussed subsequently for both materials. The curve of
dependence of the mean number of grains, in a single
2D slice, on the misorientation tolerance level, is plot-
ted for both 2D and 3D methods. The differences are
remarkable.

In Section 4, as an application to microstructure
analysis of 3D EBSD data, we present a five-parameter
analysis of grain boundaries in Cu specimen and sug-
gest a physical interpretation. Three levels of seg-
mentation are considered and discussed. The 3D mi-
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Fig. 1. Differences between slices processed from 2D EBSD
and the same slice processed from 3D EBSD. The grey
colour displays the real grains (in the plane, which is or-
thogonal to the cutting plane). The blue colour displays
their 3D segmentation in the cutting plane, i.e., the parts
are considered to belong to the same grain. Finally, the
red and the orange colours show their 2D segmentation
in which they are considered to be different grains. (a)
The situation with a nonconvex grain or a grain with a
boundary inside. (b) The situation with convex grains,
boundaries with the misorientation smaller than the cho-
sen threshold are denoted by the dashed line.

crostructure analyses make use of DREAM 3D soft-
ware [14].

Some conclusions from Sections 2 and 3 are given
in more detail in the final part of the paper.

2. Differences between 2D and 3D
segmentation

The differences between segmentation into grains
in 2D and 3D are caused by the fact that in a 2D
cutting plane, two sets of voxels may be surrounded
by a boundary defined by a given threshold of misori-
entation so that the sets are detected as two grains,
while in 3D case, all these points belong to one larger
set which is surrounded by a boundary. Therefore in
the 3D case, all these points lie in the same grain,
see Fig. 1. This behaviour can be observed when the
grains are nonconvex, or when there is a boundary of
the given misorientation inside the grain. One could
conclude such a situation to be unrealistic, but the
same behaviour can be observed in materials formed
by convex grains with very low local misorientation
(all voxels from a single grain have nearly the same
orientation), if the chosen misorientation threshold is
higher than the minimal misorientation of the neigh-
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(b)

Fig. 2. A Laguerre tessellation simulated from the 3D

stochastic Gibbs-Laguerre model in a cubic window. The

pattern (a) involves 1560 grains coloured at random. In

(b), there is a 2D slice taken from the middle of the pat-
tern (a).

bouring grains. In this case, the segmentation joins
more real grains into one larger grain. The situation
is visualized in Fig. 1b. In both cases in the figure, we
have three grains which are segmented in 3D into one
grain, because some boundaries (dashed lines) have
lower misorientation than the chosen threshold, but
the segmentation in 2D (in the cutting plane) sepa-
rates these grains because the boundary in the cutting
plane (marked by the solid line) has greater misorien-
tation than the chosen threshold.

In this section, we study the difference between
segmentation into grains in 2D and 3D for simulated
data. As a model for a polycrystalline microstructure,
we use the Laguerre tessellation [15], see Fig. 2. The
Markov chain Monte Carlo method of simulation of a
Gibbs-Laguerre tessellation [16] is extended by adding
the Euler angles to the state space. For this model of a
tessellation structure, two different scenarios of orien-
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Fig. 3. Histograms of misorientations between neighbour-

ing grains in the simulated data. (a) the case (A) — low

angle grain boundaries, (b) the case (B) — high angle grain
boundaries.

tations of cubic crystal grid of grains were simulated,
namely:

(A) the misorientation between neighbouring
grains is low, (see Fig. 3a),

(B) the misorientation between neighbouring
grains is high, (see Fig. 3b).

These two cases represent the situations, when the
material prefers low angle grain boundaries (LAGB)
or high angle grain boundaries (HAGB), respectively.
For further purposes, we work with voxelized data
(100 x 100 x 100 voxels), where each voxel has its
orientation given by the associated grain. The data
are processed by the software DREAM.3D. Since the
cells in the Laguerre tessellation (representing grains
in our case) are convex, and all voxels in each grain
are assigned the same orientation, the simulated data
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(a)

Fig. 4: The segmentation of simulated data for the case (A) in 2D with the misorientation threshold (a) 2°, (b) 2.5°, and
(c¢) 3° and the same section from 3D reconstruction with the misorientation threshold (d) 2°, (e) 2.5°, and (f) 3°. The
grains are coloured at random.

represent a material without noise, i.e., all the grains
are well defined.

To compare the results obtained in 2D and 3D,
the filter ‘Segment Features (Misorientation)’ with a
chosen misorientation threshold for the entire 3D data
set is used first. Then, a single slice from the processed
3D data is cut out. This slice is treated separately, i.e.,
only the voxels from the slice for the segmentation

into grains are considered, using the same filters and
the same settings as in 3D. In this way, two different
segmentations of the same slice are received, which are
comparable. The first one represents the processing in
3D, while the second one represents the processing in
2D.

Just note that in the present study, the slice num-
ber 50 is processed, which is shown in Fig. 2b.
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Fig. 5. The segmentation of simulated data for the case (B) in 2D with the misorientation threshold (a) 2°, (b) 36°, and
(c) 40° and the same section from 3D reconstruction with the misorientation threshold (d) 2°, (e) 36°, and (f) 40°. The
grains are coloured at random.

The difference between segmentation in 2D and 3D
in the case (A) is shown in Fig. 4. In this case, the mis-
orientation thresholds equal to 2° 2.5° and 3° are used.
Note that 0.15, 13.2, and 26.5 % of boundaries have
misorientation lower than 2°, 2.5°, and 3°, respecti-
vely. While for the threshold of 2°, we get nearly the
same segmentation in both cases, for the thresholds of
2.5° and 3°, the segmentations are entirely different.

For the case (B), a similar result is shown in Fig. 5.
In this case, we use the misorientation thresholds equal
to 2°, 35°, and 40°. Note that 0.01, 5.0, and 9.4 %
of boundaries have misorientation lower than 2°, 35°,
and 40°, respectively. While we get similar segmenta-
tions for all chosen thresholds between 2° and 35°, the
difference between segmentations for the threshold of
40° is not marginal.
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Fig. 6. The segmentation of simulated data with the chosen misorientation threshold 2.5° for (a) 2D data, (b) 3D data —
10 slices, (c) 3D data — 20 slices, (d) 3D data — 30 slices, (e) 3D data — 50 slices, and (f) 3D data — 100 slices. The grains
are coloured at random.

The question is, how does the difference between
segmentation in 2D and 3D depend on the thickness of
the specimen. Obviously, if we work with a 3D data set
which contains only a few slices, the difference between
segmentation in 2D and 3D should be marginal, since
there is not enough space for the effect described in
Fig. 1. To study this dependence, the simulated data
(A) were used, and the focus was given on the slice

number 50, which has already been studied. Six sce-
narios were compared: (a) segmentation in 2D, where
only the slice number 50 was used, (b) segmentation
in 3D with the data set of 10 slices enumerated 45-54,
(c) segmentation in 3D with the data set of 20 slices
enumerated 40-59, (d) segmentation in 3D with the
data set of 30 slices enumerated 35-64, (e) segmen-
tation in 3D with the data set of 50 slices enumer-
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Fig. 7. The simulated data: (a) case (C) and (b) case (D).

ated 25-74, and (f) segmentation in 3D with the entire
data set (100 slices). The result for the misorientation
threshold 2.5° is shown in Fig. 6. One can see that the
difference between the segmentation in 2D and 3D is
marginal when the specimen is thin (10 slices in our
case, i.e., 100 x 100 x 10 voxels), on the other hand,
the difference is significant when the specimen has 30
or more slices. The results are very similar if the data
set with 50 slices (e) or the entire data set with 100
slices (f) is used.

Another question is whether the grain size and
morphology affect the difference between the segmen-
tation in 2D and 3D as well. To investigate this de-
pendence, two more simulated data sets were added
to our study, namely (C) the Laguerre tessellation
with a few distinctively larger grains and (D) the tes-
sellation with nonconvex grains, see Fig. 7. The ori-
entation of the crystals in the cases (C) and (D) is
chosen in a similar way as in the case (A); there-
fore, the misorientation between neighbouring grains
is low, and the histograms of the misorientation are
similar to the histogram in Fig. 3a. The segmenta-

tion in 2D and 3D for the cases (A), (C), and (D)
is investigated. For all three cases, the segmentation
with three misorientation thresholds is studied. The
first one is 0.1° (called 0% misorientation segmen-
tation in the sequel), the second one is chosen so
that 10 % of boundaries have lower misorientation
(called 10 % misorientation segmentation in the se-
quel). The last one corresponds to 15 % of boundaries
with misorientation lower than the chosen threshold
(called 15 % misorientation segmentation in the se-
quel). The segmentation in 3D with such thresholds
is shown in Fig. 8. The behaviour for all three cases
(A), (C), and (D) is very similar. The 10 % misorien-
tation segmentation contains larger grains, which are
not presented in 0 % misorientation segmentation, and
all three 15 % misorientation segmentations contain a
single giant grain that covers most of the area of the
slice. Note that the slice studied in the case (A) is
the slice number 50, which has already been consid-
ered above. Note that the results in 2D segmentation
are similar for all three cases, i.e., the behaviour is
similar to that one presented in Figs. 4a—c. Therefore
the segmentation in 2D is not visualized in this pa-
per.

Note that similar results are obtained when pro-
cessing the other slices in the data set. Thus, based on
this short simulation study, it can be concluded that
the difference between processing of the data in 2D
and 3D is significant if at least 10-15 % of boundaries
have misorientation lower than the threshold chosen
for the segmentation procedure. The difference be-
tween the processing of the data in 2D and 3D is sig-
nificantly affected by the thickness of the sample, but
it seems that the morphology of the grains does not
play an important part.

3. Real data

After the analysis of the simulated data in the pre-
vious section, two real data sets are investigated, and
the segmentation into the grains in 2D and 3D is com-
pared. The materials are described below in Sections
3.1. and 3.2. It has to be added that most microstruc-
tures show a particular orientation spread within the
grain interiors, and this is the result of the process-
ing history. It should be distinguished from acquisition
noise, although for grain segmentation purposes, they
are usually not separated. Both materials have been
measured by the 3DEBSD method, which provides the
data in the form of 2D slices. Such slices can be sub-
sequently joined into a 3D image. Processing of the
data, such as removing noise, matching 3D slices into
a 3D image or removing grains, which are too small,
etc., has been made by the software DREAM.3D. 2D
and 3D are compared in the same way as in the pre-
vious section. First, a 2D slice processed separately
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(a)

Fig. 8a—f. The segmentation of the simulated data in 3D for the case (A) with the misorientation threshold (a) 0.1°, (b)
2.39°, and (c) 2.58°. The segmentation of the simulated data in 3D for the case (C) with the misorientation threshold (d)
0.1°, (e) 2.22°, and (f) 2.34°.

by DREAM.3D is chosen, and the obtained result is
quite similar to the results from working with 2D data.
Then, the entire 3D data is processed in the same way
and after 3D reconstruction, the chosen slice is cut
out. In this way, two processings of the same slice are
obtained (one in 2D and one in 3D), which are com-
parable.

3.1. Data of AlMgSc alloy

The first investigated material is the aluminium
alloy Al-3Mg-0.2Sc, which is an alloy known for its
superplasticity at high deformation rates [17]. The
sample was subjected to severe plastic deformation
by equal channel angular pressing (ECAP), annealed
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(h)

Fig. 8g-i. The segmentation of the simulated data in 3D for the case (D) with the misorientation threshold (g) 0.1°, (h)
2.07°, and (i) 2.30°.

subsequently for 1h at 400°C and investigated by
three-dimensional electron backscattered diffraction
(3D-EBSD). Note that the size of the specimen was
98.4 x 71.7 x 35.1 um? and it has been already investi-
gated in detail in [12], where the difference between de-
tection of grains in 2D and 3D is also briefly discussed.
In the present paper, this difference is focused on more
details. Since the sample includes a lot of noise, filters
in DREAM.3D have to be used to minimize the effect
of the noise. The data as processed in DREAM.3D,
where the grains are detected by using the filter ‘Seg-
ment Features (Misorientation)’ with a misorientation
threshold of 2°, are visualized in Fig. 9. Note that the
choice of misorientation threshold as well as the set-
tings for the procedure of removing noise firmly in-
fluence the number of detected grains. In our case,
the procedure detects 74 579 grains, but if we do not
remove the noise and small grains (namely the grains
consisting of less than 8 voxels), the procedure detects
more than one million grains, where most of them are
very small (few voxels only).

Firstly, we compare the mean number of grains in a
slice with the misorientation threshold chosen for the
segmentation procedure. The number of small grains

40pm

Fig. 9. The visualization of 3D data of AIMgSc alloy ex-
cluding the noisy part of the specimen as well as very small
grains. The remaining part involves 74 579 grains.

in a single slice is strongly affected by the noise, and
unfortunately, it is not clear how to remove this effect
in the same way for both dimensions. Therefore, we
focus only on the mean number of the largest grains,
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Fig. 10. Data of AIMgSc alloy. Dependence of the mean number of grains in a single slice on the misorientation threshold
while processing by 2D EBSD method (red line) and 3D EBSD method (black line) for (a) the largest grains which cover
in total 90 % of the whole slice and (b) the largest grains which cover in total 50 % of the whole slice (right).

which cover more than 50 or 90 %, respectively, of
the area of the entire slice, see Fig. 10. In this way,
the influence of the noise is eliminated, and the re-
sults are comparable. The difference in segmentation
into grains is significant, mainly when we focus on the
mean number of grains, which cover more than 50 %
of the area, and the chosen misorientation threshold
is larger (5°, 8°, or 10°). For example, for the misori-
entation threshold of 8° and 10°, the mean number of
grains covering more than one half of the slice is 2.66
and 1, respectively, in 3D, but it is 100.17 and 59.83,
respectively, in the two-dimensional case. The percent-
age of grain boundaries with misorientation lower than
5°, 8°, and 10° is 7.77, 18.74, and 25.64 %, respecti-
vely. Similarly, as in the previous section, we observe
that when the percentage of grain boundaries, which
has the misorientation lower than a chosen threshold,
is more than 10 %, the difference between segmenta-
tion into grains is 2D, and 3D is significant. In the real
data sets, we can also see the difference in segmenta-
tion for a small misorientation threshold, which was
not observed in simulated data. It is caused by the
fact that the segmentation in 2D is more sensitive to
the noise. This phenomenon will be shown in the next
section.

In general, the segmentation into grains in 2D de-
tects more grains than in the 3D case. Even if the
numbers of grains are similar, the 3D segmentation
tends to detect a few large grains, which may not be
presented in the 2D segmentation. Such difference may
not be visible in histograms or mean values, because if
there are many grains in both cases, few large grains in
3D segmentation cannot change histograms or mean
values of observed characteristics significantly. Let us

Table 1. Data of AIMgSc alloy; mean and standard de-
viation (SD) of the area of grains and of the number of
neighbours of grains for segmentation in 2D and 3D

Area (um?)  Number of neighbours
Mean (2D) 1.250 4.627
SD (2D) 2.61 3.62
Mean (3D) 1.376 4735
SD (3D) 13.80 18.09

demonstrate it by our data set. We chose the misori-
entation threshold equal to 5°, which is the threshold
usually chosen in the EDAX OIM software. Figure 11
shows the histograms of sphericity, which is a com-
monly used shape characteristic, see [18]. The whole
histograms in Figs. 11a,b seem to be very similar. A
difference can be observed in their cuts Figs. 11c,d.
Here, it is seen that in the histogram Fig. 11c for the
3D case, there are a few grains with the sphericity
lower than 0:3, while such grains are not present in
the histogram Fig. 11d for 2D. This is caused by the
fact that only the largest grains that are present just
in 3D segmentation have such small sphericity. Simi-
larly, in Table 1, we observe that mean values of the
area or the number of neighbours of grain do not differ
much in 2D and 3D segmentation, while the difference
is clearly visible when we compare standard deviations
of these characteristics. Analogously we compared the
number of the largest grains covering the given per-
centage of the area, see Table 2, or the image of seg-
mentation of one slice, see Fig. 12.
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Fig. 11. Data of AIMgSc alloy. Histograms of the sphericity of grains with the misorientation tolerance of 5°: (a) all grains
in 3D, (b) all grains in 2D, (c) grains with sphericity lower than 0:45 in 3D, and (d) grains with sphericity lower than
0:45 in 2D.

Table 2. Data of AIMgSc alloy; the number of the largest
grains covering a given percentage of the area

100 % 75 % 50 % 25 % 10 %

3D 16 137 1648 368 18 2
2D 17 119 3 287 1378 404 94

3.2. Ultrafine-grained copper

The second material, investigated in this section, is
an ultrafine-grained copper. The dimensions of inves-
tigated microstructure (13) were X = 18.88 pm, Y =
14.00 pm, and Z = 5.88 um. The X-direction is paral-

lel to the radius of HPT disk, Y-direction is parallel to
the torsion axis of the HPT disk, and Z-direction cor-
responds to the HPT shear direction. The specimen
was processed by 10 revolutions of high-pressure tor-
sion and subsequently annealed at room temperature
for 6 years. Note that the sample has already been in
detail investigated in [19], but the difference between
the detection of grains in 2D and 3D was not studied
there. On the contrary to the aluminium alloy, this
specimen has a small local misorientation (the major-
ity of the area exhibits the local misorientation up to
0.5°), and it does not contain a lot of noise. Moreover,
90 % of grain boundaries has the misorientation larger
than 15°; thus, we obtain similar segmentation for the
thresholds 1°, 2°, 5°, or 10°.

The data processed by DREAM.3D are shown in
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(a)

Fig. 12. Data of AIMgSc alloy. Segmentation of a sampled slice (namely the slice No. 102), the misorientation threshold
is equal to 5°: (a) segmentation in 3D (1412 grains), and (b) segmentation in 2D (2149 grains).

(a)

(b)

Fig. 13. 3D microstructure of pure copper data (grains coloured at random), (a) the segmentation with the misorientation
tolerance of 1°, and (b) the segmentation with the misorientation tolerance of 5°.

Fig. 13. Note that two different misorientation thresh-
olds, namely 1° and 5°, are used, but the obtained seg-
mentations are very similar. The differences between
the segmentation in 2D and the segmentation in 3D
with a different choice of the misorientation threshold
are shown in Fig. 14. The results are similar in both
cases, but the 2D segmentation is more sensitive to
noise (only 3.46 % of grain boundaries have misorien-
tation lower than 5°).

If we compare the mean number of the largest
grains that cover more than 50 or 90 %, respectively,
of the area of the entire slice, the difference between
2D and 3D case is observable, see Fig. 15. It is caused
by two facts. Firstly, as mentioned above, the 2D seg-
mentation is more sensitive to noise (this is significant
for a small segmentation threshold); therefore, it con-
tains more tiny grains than in the 3D case. Secondly,

the grains are not convex, therefore in the 2D case,
more parts of a real grain segmented into more grains
can be observed. In the 3D case, these parts belong
to a single grain, and, therefore, all these parts are
segmented into one grain (see Fig. 1).

On the other hand, the difference is negligible when
comparing the characteristics like the area of grains,
the sphericity of grains, or the number of grain neigh-
bours, see Fig. 16.

In this case, the segmentation for a larger misori-
entation threshold is compared, for example, 25°, see
Fig. 17, the difference is significant, and we get a sim-
ilar result to the previous section more precisely, 18 %
of grain boundaries have the misorientation lower than
25°.

By deduction, we can conclude Section 3 similarly
as in the previous section that the percentage of the
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Fig. 14. Pure copper data. The segmentation for the 20th slice in 2D with the misorientation threshold (a) 0.25°, (b) 0.5°,
and (c) 5° and the same section from 3D reconstruction with the misorientation threshold (d) 0.25°, (e) 0.5°, and (f) 5°.
Grains are coloured at random.

grain boundaries with lower misorientation than a
given threshold is more important than the threshold
itself.

Earlier has been observed that for the AIMgSc al-
loy, the difference between the segmentation in 2D and
3D is significant when the misorientation threshold
is chosen so that 10 % of the grain boundaries have
lower misorientation than this threshold. We can see
the same behaviour in the simulation study in Section
2. Here, for pure Cu, the difference is significant when
the misorientation threshold is chosen so that 15 % of
the grain boundaries have lower misorientation. This
is probably caused by the fact that in the latter case,

the Cu specimen is quite thin, so the 3D segmenta-
tion is closer to 2D segmentation than in the former
case (AlMgSc). Nevertheless, it can be supposed that
in a wider specimen, the percentage for which we can
observe significant differences would be around 10 %,
too. Just note, that the effect of material thickness on
the difference between segmentation in 2D and 3D has
already been studied in Section 2.

4. Five-parameter analysis of grain boundaries

In the last section, we seemingly get away from
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Fig. 15. Pure copper data. Dependence of the mean number of grains in one slice on the misorientation threshold while
processing by 2D method (red line) and 3D method (black line). (a) the largest grains which cover in total 90 % of the
whole slice and (b) the largest grains which cover in total 50 % of the whole slice.

the main topic of the paper (segmentation) and study
the relation between misorientations and orientations
of grain boundaries (OGB) in the Cu specimen from
Section 3. According to the literature [1, 20], this be-
longs to the so-called five-parameter analysis, since we
employ the angle/axis (,7) of misorientation (three
parameters) and two parameters describe the OGB
(reflecting the XY Z coordinate system of the mate-
rial specimen, Z is the vertical axis). In the first step,
the pairs (6, r) were used, where r is a 3D unit vector.
For each grain boundary, the Rodrigues vector was
R= ta,n(g)/r, obtaining a sample Ry, ..., R,, where
n is the total number of registered boundaries.

A representation of the Rodrigues vectors R =
(x,y, z) corresponding to various special grain bound-
aries for a cubic lattice in a z-perspective diagram
is presented in [1, Fig. 9.19a], and it will serve for
the classification. Due to symmetries, it is sufficient
to consider vectors with « > y > z, cf. [1, Ta-
ble 9.2], therefore the diagram is triangular and for
points (z,y) close to the origin also the z-coordinate
and consequently the misorientation angle 6 is small.

In the second step of the five-parameter analysis,
we consider OGB represented by unit vectors nor-
mal to grain boundaries. Their directions are approx-
imated by a line through centroids of neighbouring
grains, which leads to a sample of axial spherical data.
The aim is to study whether there is a statistical de-
pendence between OGB and misorientations. For sub-
samples of special grain boundaries selected using the
Rodrigues vector, it will be tested whether OGB are
uniformly randomly distributed. An exploratory anal-
ysis in terms of eigenvalues of the scatter matrix can
be provided [21], in the uniform case, theoretically, all
eigenvalues are equal. The formal Gine’s test [21] suf-

Table 3. Cusample C1 studied under three different seg-
mentations. Uniformity testing of orientations (OGB) in
subsamples of 33 and 39 grain boundaries. In the columns,
the angle is the misorientation threshold in degrees, n is
the size of each subsample, t1, t2, and t3 are the eigenval-
ues of the scatter matrix in descending order, Gy, is the
value of Gine’s test statistic, “in”, “out” are numbers of
points in the inner, outer area in diagrams in Fig. 19. The
critical value for the test on a 5 % confidence level is 2.207;
thus in all cases, uniformity is rejected.

Angle n t1 to i3 G, in out

¥3 5° 845 0.38 0.35 0.27 294 353 492
29 5° 335 0.42 036 022 3.72 106 229
¥3 20° 230 052 0.38 0.10 10.27 30 200
¥9 20° 108 0.58 0.34 0.08 711 11 97
¥3 25° 94 056 036 0.08 579 13 81
¥9 25° 52 054 042 0.04 3.69 1 51

fers from the fact that OGB’s are, strictly speaking,
not stochastically independent. When the uniformity
is violated, then we have to describe what OGB’s are
preferred in a given group. To this purpose, we use
Lambert’s equal-area projection of the hemisphere of
OGB onto a circle [21].

For a representative sample (denoted C1) of the Cu
specimen from Section 3.2 with 2265 grains under the
misorientation threshold 5°, we obtain a histogram of
misorientation angles and a diagram of projected Ro-
drigues vectors in Figs. 18a,b, respectively. There are
two clusters at the hypotenuse of the triangular dia-
gram b). The upper one corresponds to the special 33
boundaries, while the lower cluster corresponds to the
special 39 boundaries. The Gine’s test of uniformity
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Fig. 16. Pure copper data. Histograms of the area of the largest grains which cover in total 90 % of entire slices: (a) the

segmentation in 3D — 988 grains are omitted, (b) the segmentation in 2D — 1217 grains are omitted. Histograms of the

sphericity of grains: (c) the segmentation in 3D, and (d) the segmentation in 2D. Histograms of the number of neighbours
of grains: (e) the segmentation in 3D and (f) the segmentation in 2D. The chosen misorientation threshold is 5°.
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Fig. 17. Pure copper data. Segmentation of a sampled slice (namely slice No. 20) with the misorientation threshold equal
to 25°%; (a) the segmentation in 3D (79 grains) and (b) segmentation in 2D (161 grains).

(a) I

Frequency
0 300 600 900 1200 1500
|

0 20 40 60
Misorientation (deg)

(b)

Fig. 18. Cu sample C1 with 11 513 grain boundaries. (a) Histogram of misorientation angles of grain boundaries with

peaks at 39° and 60° which correspond to special boundaries ¥9 and ¥3. (b) z-perspective diagrams of Rodrigues vectors,

clusters at the hypotenuse were observed, the darts were seen. The upper one corresponds to the special %3 boundaries,
while the lower cluster corresponds to the special ¥9 boundaries.

of OGB for both groups of 33 and X9 is rejected on
a 5% confidence level; see the first two lines of Ta-
ble 3. In the Lambert projection, see Figs. 19a,d, we
observe more OGB’s outside inner circle of equal area,
which means special grain boundaries prefer to form
low angles with the Z-axis of the specimen. This non-
uniformity is more apparent for group X9 as can also
be observed from the eigenvalues of the scatter matrix
(the differences between eigenvalues are higher in this
case). See the following interpretation of these results.

It was shown [22] that grains in HPT processed
materials are not fully equiaxed even after the appli-
cation of large strains. The grains after HPT are usu-
ally elongated in the HPT shear direction. It means
that the longest grain axes are more or less parallel
to the HPT shear direction in the microstructure af-
ter HPT. This structural feature may influence the

formation of special grain boundaries. It is generally
accepted that the grain boundaries are favoured nucle-
ation sites [23] for twin formation. It may be suggested
that special boundaries are predominantly nucleated
and grew perpendicularly to the longest grain axis of
original elongated grains formed during HPT. For this
reason, the faces of special boundaries can appear to
be close to parallel with shear direction (Z-axis). This
structural feature needs to be studied further.
Finally, we are getting back to the main topic of
this paper, that is segmentation, here in 3D. The
above described five-parameter analysis has been per-
formed on the same sample with two more misorienta-
tion thresholds, namely 20° and 25°, cf. Fig. 17. They
lead to 4394, 1830 grains, and 1112, 798 grain bound-
aries, respectively. These thresholds are below the mis-
orientation angle of both X3 and X9 special bound-



J. Stanék et al. / Kovove Mater. 58 2020 301-319 317

Fig. 19. Equal-area projections of spherical data OGB for special boundaries in Cu sample C1 with three levels of

misorientation threshold 5°, 20°, and 25°. The cases are (a) 23 boundaries, 5°, (b) £3 boundaries, 20°, (¢) ¥£3 boundaries,

25°, (d) X9 boundaries, 5°, (e) 29 boundaries, 20°, and (f) 9 boundaries, 25° . In the diagrams, there is an inner circle

(“in”), which has the same area as the remaining annulus (“out”). In Table 3, there are numbers of points in both subareas
(in, out) that suggest in which way the uniformity of OGB is violated.

aries. In Table 3, there are results of the uniformity
testing of OGB in these cases, and in Fig. 19, there are
all equal-area projections. There is even more evidence
for the rejection of the OGB uniformity hypothesis af-
ter these unrealistic thresholds, since the inner circles
in Fig. 19 are getting almost vacant. For the misori-

entation threshold 25°, there is a large grain G such
that some very small grains are entirely contained in
G, and their OGB is not well defined. In this noise,
our procedure is able to find the right special bound-
aries with well defined OGB as conjectured from the
experiment in the previous paragraph.
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5. Conclusions

The segmentation into grains differs when making
2D and 3D processing, as was shown both in the sim-
ulation study (Section 2) and in the real data analysis
(Section 3). It has been found out that the segmen-
tation in 2D is more sensitive to the noise. This is
important, especially for the choice of low misorien-
tation threshold. Furthermore, there appear processes
that join more grains into one bigger grain for the same
misorientation threshold in the 3D case than in the 2D
case. This behaviour is important when at least 10—
15 % of the boundaries have the misorientation smaller
than the chosen threshold. This effect must be taken
into account in the case when working with a specimen
where low angle grain boundaries are predominant.
For such a specimen, the difference between segmen-
tation in 2D and 3D could be significant.

Moreover, we observed that also the thickness of
the specimen affects the difference between 2D and 3D
segmentation. It is not very distinct when the speci-
men is too thin, because there is not enough space for
joining the grains, which causes the difference. On the
other hand, we have noticed that the morphology of
the grains does not play an essential part in this sense.

The percentual expressions on misorientation
thresholds concluded in this paper may be specific ob-
servations. Generally, we can say that for the 2D seg-
mentation, the chosen misorientation threshold should
be larger than that one for the 3D segmentation.
Moreover, if we work with 3D data (for example, a
specimen from 3D-EBSD), we should respect the dis-
tribution of misorientations of boundaries when choos-
ing the misorientation threshold for the segmentation
into grains. As an additional result, using three levels
of 3D segmentation, we showed and interpreted that
orientations of special boundaries in the Cu specimen
are not uniformly distributed.
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