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Abstract

TiAl alloys are of interest to the aerospace and automotive industries (particularly for
engine components) on account of their relatively low density and good mechanical properties
at high temperatures. Processing routes involve melting and solidification of the alloy and
require knowledge about the solidification morphology and microstructural texture evolution
in the component. Among others, the Columnar-to-Equiaxed Transition (CET) of bcc β(Ti)
dendrites is an issue of current interest. This article examines the results from solidification
experiments where a combined Bridgman and power-down technique was implemented at
four different cooling rates, using cylindrical samples of the TiAl alloy: Ti-45.5Al-4.7Nb-0.2C-
-0.2B (all at.%). Axial CET was observed in one of the samples and axial columnar to radial
columnar microstructural transitions were observed in the others. A Bridgman Furnace Front
Tracking Model (BFFTM), tailored specifically for use with the experiment apparatus, was
used to estimate the transient thermal conditions and columnar growth conditions for CET
and other microstructural transitions. An important link, due to the nature of the power-down
technique, between the reversal of radial heat flow in the hot zone of the furnace and unwanted
radial columnar growth, is explained using the model. Recommendations are made on how to
avoid such growth, viz. use of low cooling rates and large sample diameters.

K e y w o r d s: power-down technique, Bridgman furnace, gamma titanium aluminide, colum-
nar to equiaxed transition, radial growth

Nomenclature

A – cross sectional area (mm2)
c – specific heat capacity at constant pressure
(J kg−1 ◦C−1)

C0 – original alloy composition (at.%)
E – latent heat generated per unit volume (Wm−3)
G – axial temperature gradient (◦Cmm−1)
h – heat transfer coefficient (Wm−2 ◦C−1)
p – perimeter (mm)
Q – heat flow (W)
r – radius (mm)
t – time (s)
T – temperature (◦C)
u – pulling rate (mm s−1)

Vtip – growth rate (mm s−1)
x – axial position (mm)
X – axial position with respect to the columnar dend-
rite tip (mm)

∆Ttip – dendrite tip undercooling (◦C)
ρ – density (kg m−3)

Sub-scripts
H – hot zone
l – liquidus
s – solidus
tip – dendrite tip
∞ – infinity (far away)
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1. Introduction

At the turn of the millennium Loria [1] described
how gamma titanium aluminide (γ-TiAl or TiAl)
alloys were emerging as new structural materials—
particularly in aerospace and automotive applica-
tions—on account of their good mechanical proper-
ties at high temperature and low density. Dimiduk [2]
outlined this advantage using cross plots of materials
properties [3] to compare density normalised mechan-
ical properties of TiAl with those of well-established
materials. Both of these studies [1, 2] predicted that
approximately 10 to 15 years of technology matura-
tion would be required for successful implementation
of TiAl in real applications.
More recently, Bewlay et al. [4] described the de-

velopment of TiAl alloys in commercial aircraft en-
gine applications and how a 2nd generation TiAl
multicomponent alloy (Ti-48Al-2Cr-2Nb, all at.%) is
in service as a low pressure turbine blade in the
GEnx (General Electric’s next generation) aero en-
gine. The GEnx is used to power Boeing’s 787 Dream-
liner aircraft. Rising fuel costs have led to higher en-
gine efficiency targets for engine manufacturers and
hence higher engine operating temperature require-
ments [4]. Third generation TiAl alloys, containing a
higher quantity of niobium or molybdenum, can ad-
dress these demands by increasing the maximum ap-
plication temperature—limited by creep resistance—
from 700◦C (for 2nd generation TiAl alloys) to 850◦C
[5]. Also, TiAl alloys can be used to reduce emmis-
sions in commerical aircraft engines applications [6].
Other current and developing applications include en-
gine valve trains and turbocharger rotors for the auto-
motive industry [7].
Several processing technologies are capable of pro-

ducing parts from TiAl alloys, among them; invest-
ment casting [8], electron beam melting or EBM [9],
and forging with advanced machining [10], the lat-
ter using pre-shaped cast feedstock. Accordingly, the
materials properties in the liquid state and the so-
lidification behaviour of TiAl alloys with respect to
morphology, microsegregation and texture formation
are current research topics with wide impact on future
alloy development and process engineering.
This article refers to the solidification morphology

of β(Ti) dendrites in a 3rd generation multicompon-
ent TiAl based alloy (hereafter referred to as ‘alloy
455’) and specifically to the critical growth conditions
for Columnar to Equiaxed Transition (CET) that may
occur during transient solidification. While the CET
phenomenon and various equiaxed nucleation models
have been discussed in literature [11, 12], only a few
investigations focus on TiAl alloys [13, 14]. This is due
to the experimental difficulties presented by handling
the highly reactive melt and also because solidifica-
tion patterns are easily lost, i.e., being overrun by solid

Fig. 1. Schematic of the Bridgman furnace apparatus.

state transformations. Another experimental difficulty
arises where unwanted radial temperature gradients
lead to radial columnar growth instead of equiaxed
growth at the expected location of CET. We discuss
these issues with reference to experiments performed
in a Bridgman furnace by Lapin et al. [15] where tra-
ditional Bridgman solidification is combined in series
with a power-down method over a range of cooling
rates. A columnar front tracking model, tailored spe-
cifically for the experimental furnace set-up (in terms
of heat transfer coefficients) and the applied growth
conditions by Mooney et al. [16], is used to interpret
the experimental results.
The article is structured as follows: Section 2 con-

tains details of the experimental set-up, the sample
analysis procedure and the numerical model; Section 3
gives the experimental and numerical modelling res-
ults; Section 4 provides a discussion on the experi-
mental results observed in conjunction with the simu-
lated numerical results; and finally, Section 5 provides
conclusions.

2. Methodology

In this section, a brief summary is given of the ex-
periment apparatus, experiment procedure and sub-
sequent sample analysis, as carried out by Lapin et al.
[15]. This is followed by a description of the numerical
model used to simulate the experiments.

2.1. Experimental apparatus

Figure 1 shows a schematic of the Bridgman fur-



R. P. Mooney et al. / Kovove Mater. 53 2015 187–197 189

Fig. 2. Schematic plot of the process signals: pulling rate,
controlled cooling rate, and thermocouple temperature, all

versus time for the experimental procedure.

nace apparatus used in the experiments. The furnace
is fully described by Lapin and Gabalcová [14]. The
hot zone of the furnace was comprised of a cylindrical
molybdenum resistance heating element (300mm in
length and 33 mm in inside diameter) contained in a
sealed low-pressure chamber. The hot and cold zones
of the furnace were separated by a 5-mm thick annular
baffle and a 2-mm gap (on the hot side). The cold zone
consisted of a water-cooled ‘crystalliser’ having an in-
side diameter of 16 mm. Samples, 150mm in length,
were contained in a 2.5-mm thick yttrium oxide cru-
cible. A fixed thermocouple, present near the outside
wall of the crucible, was used to measure and control
the furnace temperature.

2.2. Experimental procedure

The experiments were carried out under an argon
atmosphere at constant absolute pressure of 10 kPa.
The following five steps describe the procedure used:
– Step 1 (heating): the sample was heated until the

fixed thermocouple read 1720◦C.
– Step 2 (stabilisation): the sample was allowed to

stabilise at this temperature for 300 s.
– Step 3 (pulling): the sample—initially located as

shown in Fig. 1, i.e., the cold end of the sample in
line with the top of the water-cooled crystalliser—was
pulled a distance of 20mm into the crystalliser at a
constant pulling rate of 2.78× 10−4 m s−1.
– Step 4 (controlled cooling): the furnace temper-

ature was decreased in a controlled manner at a fixed
cooling rate from 1720 to 1420◦C.
– Step 5 (uncontrolled cooling): the furnace was al-

lowed to cool to room temperature without controlling
the cooling rate.
This procedure was performed at four controlled

cooling rates (step 4): 15, 20, 30, and 50◦Cmin−1, as
such, the controlled cooling rate was the defining pro-
cess parameter that distinguishes each experimental

run. Figure 2 illustrates the experimental procedure
steps by showing typical process signals for pulling
rate, controlled cooling rate and thermocouple tem-
perature versus time during each step.
Note that Step 3 is the typical ‘Bridgman mode’

of solidification, used here to induce initial columnar
grain growth, while Step 4 is the typical ‘power-down
mode’. The pulling rate is the speed at which the cru-
cible is moved through the furnace. (Incidentally, due
to the transient nature of the experiment, it is shown
later that the growth rate of columnar grains never
equates to the pulling rate of the sample.)

2.3. Sample analysis

The sample post-mortem analysis was carried
out by optical microscopy. Chemically-etched samples
were polished and examined under the stereo-micro-
scope using; firstly, a grazing light at an approximate
angle of 45◦ rotated into various positions to reveal
each individual grain, and secondly, under flat light
at 0◦ with the light beam parallel to the flat surface
thereby revealing the primary dendrite structure (ori-
ginal β-phase) within each grain. The β-phase dend-
rite structure was used to distinguish columnar growth
in the axial direction, columnar growth in the radial
direction and equiaxed growth (if any) in each sample.
The alloy composition was determined by chemical
analysis using inductively coupled plasma (ICP) mass
spectrometry and hot extraction.

2.4. Numerical model

The Bridgman Furnace Front Tracking Model
(BFFTM)—described by Mooney et al. [17]—is a hy-
brid 1-dimensional transient model for axial heat flow
in a cylindrical sample, solidified using the Bridgman
method, where heat can be gained or lost radially at
the circumference of the sample. The model uses an
explicit finite difference control volume (CV) method
to solve the following heat equation for temperature
in a cylindrical rod of cross-sectional area A and peri-
meter p, moving at a pulling rate u:

∂

∂t
(ρcT ) =

=
∂

∂x

(
k

∂T

∂x

)
− uρc

∂T

∂x
− hp

A
(T − T∞) + E, (1)

where ρ, c and k are the density, specific heat capacity
and thermal conductivity of the rod material, respect-
ively; T∞ is the temperature of the surrounding source
(or sink), and E is the latent heat generated per unit
volume. A heat transfer coefficient, h, applies to the
radial heat flow at the circumference of the sample.
(The BFFTM was recently verified by Mooney and
McFadden [18].)
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Fig. 3. (a) The physical model and (b) the numerical model
of the Bridgman furnace apparatus aligned with (c) a typ-

ical sample temperature profile result.

Figure 3 illustrates how the model is applied to the
experimental apparatus. Figure 3a shows a schematic
drawing of the physical aspects and geometry of the
furnace: the cold zone (crystalliser), the baffle and air
gap region (shown hatched), the hot zone (heater),
and the cylindrical sample moving at some pulling
rate, u, as a function of time.
Figure 3b shows the numerical features of the

BFFTM as applied to this physical scenario. A fixed
grid of disc-shaped control volumes (CVs), each of
width ∆x, make up the numerical domain that en-
compass the length of the sample. The front marker
position denotes the estimated location of the colum-
nar dendrite tips, which have a growth rate, Vtip. This
growth rate is calculated as a function of columnar
dendrite tip undercooling, ∆Ttip, which is given by the
difference between the equilibrium liquidus temperat-
ure for the alloy, Tl, and the dendrite tip temperature,
Ttip. The new front marker position, xnew, is updated
over the numerical time step, ∆t, by integrating the
growth vector. The growth vector is the sum of the
pulling rate and columnar growth rate (which act in
opposing directions); hence,

xnew = xold + (Vtip − u)∆t, (2)

where xold is the previous marker position.
Figure 3c shows a typical result for the temperat-

ure profile in a sample as produced by the model at

some instance in time. The dendrite tip undercool-
ing is due, primarily, to constitutional effects in the
liquid. This is the constitutional undercooling, after
Tiller et al. [19]. The extent of constitutionally un-
dercooled liquid in the figure is shown as C.U. LI-
QUID and is given by the distance between the front
marker and the equilibrium liquidus temperature iso-
therm. Liquid ahead of this isotherm is known as
BULK SUPERHEATED LIQUID. The extent of the
dendritic COLUMNAR MUSH is given by the dis-
tance from the front marker back to the position of
the solidus isotherm, and material at a temperature
below this isotherm is fully SOLID. The model pre-
dicts the thermal history in the sample, T (x, t), and
the columnar growth conditions, tip temperature, tip
undercooling, temperature gradient and growth rate.
Mooney et al. [17] performed a detailed thermal

characterisation of the same Bridgman furnace appar-
atus described here; heat transfer coefficients were de-
termined specifically for this furnace as a function of
axial position.
The material properties, numerical parameters,

geometrical properties and boundary conditions, for
the simulations presented in this article, were set as
per the study by Mooney et al. [16], with the exception
of sample length which was 20mm shorter at 150mm.
The latent heat evolution is governed by a solid frac-
tion to temperature relationship, which was generated
by THERMOCALC, also given by Mooney et al. [16].

3. Results

3.1. Experiment results

Following the sample microstructure analysis by
stereoscope microscope, it was possible to identify dis-
tinct growth patterns of the primary β-phase. Fig-
ure 4 shows section images of the etched and polished
samples, where sample I was cooled at 15◦Cmin−1,
sample II was cooled at 20◦Cmin−1, sample III was
cooled at 30◦C min−1, and sample IV was cooled at
50◦Cmin−1. In each sample the predominant growth
pattern(s) of the primary β-phase was identified and
the transition between each region is given by a solid
white line in the figure. Regions marked ‘U’ were un-
melted during the procedure, regions marked ‘C’ had
axial columnar growth, regions marked ‘R’ had ra-
dial columnar growth, and regions marked ‘E’ had
equiaxed growth. In three of the samples—samples I,
II and IV in Fig. 4—more than one of each growth
structure coexisted along the length of the sample. For
example, sample I exhibited a region (from 70mm to
115mm, marked ‘C R E’) where axial columnar, radial
columnar, and equiaxed grains coexisted. In samples II
and IV axial columnar growth existed alongside radial
columnar growth, which eventually choked the axial
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Fig. 4. Images of etched and polished samples (numbered I–IV) with primary β-phase microstructure regions identified as
follows: U – unmelted, C – axial columnar, R – radial columnar, and E – equiaxed.

Ta b l e 1. Experiment results

Experiment/Sample No.

I II III IV

Controlled cooling
rate (◦Cmin−1)

15 20 30 50

Transition position (mm) 70 115 65 68 76 100 57 65

Transition type (&
marker)

C to C R E
(↑)

C R E to R
(�)

C to C R
(↑)

C R to R
(�)

C to E
(CET)

E to R C to C R
(↑)

C R to R
(�)

Fig. 5. Detailed images of samples I (a), III (b), and IV
(c).

growth. These regions are marked ‘C R’. The positions
of each microstructural transition shown in Fig. 4 are
listed in Table 1, with the exception of the ‘U’ to ‘C’
transition which was approximately the same for each
sample at 14mm.
Figure 5a shows a detailed image of the ‘C R E’

region from sample I; Fig. 5b shows the ‘C’ to ‘E’
transition from sample III; and Fig. 5c shows the ‘C’,
‘C R’, and ‘R’ regions in sample IV.
Finally, the chemical analysis of the alloy samples

by ICP and hot extraction returned the following alloy
composition: Ti-45.5Al-4.7Nb-0.2C-0.2B (all at.%).

3.2. Numerical results

The BFFTM simulated the conditions at the dend-
rite tip, namely, undercooling (∆Ttip), growth rate

(Vtip), and temperature gradient (Gtip), throughout
the solidification process. Table 2 gives the simulated
values for these variables at the axial columnar micro-
structural transitions. Since the model only simulates
axial columnar growth, the model may only be used
to interpret solidification conditions occurring during
axial columnar growth and at the subsequent trans-
ition from the axial columnar structure (top row of
data in Table 2).
This approach of modelling and analysing axial

columnar growth in the absence of equiaxed solidific-
ation modelling is called the ‘indirect’ approach and
was successfully applied to CET analysis by McFad-
den et al. [20]. Discussion on direct and indirect ap-
proaches to solidification analysis are available in Mc-
Fadden et al. [21]. The simulated undercooled width
for each axial columnar transition is also given in
Table 2, i.e., the width of constitutionally undercooled
liquid ahead of the columnar front at the moment the
transition occurred.
The evolution of dendrite tip growth rate, and cor-

responding tip undercooling, are plotted against front
position in Fig. 6 and Fig. 7, respectively.
Figure 8 shows dendrite tip growth rate plotted

against temperature gradient at the dendrite tip. This
graph is frequently used in CET modelling when a
Hunt analysis [22] is performed. Each plot on the
graph is a locus of temperature gradient and growth
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Ta b l e 2. Numerical results

Simulation No.

I II III IV

Axial columnar transition position (mm) 70 65 76 57
∆Ttip (◦C) 3.3 3.3 4.0 3.8
Vtip (mm s−1) 0.0730 0.0739 0.128 0.1171
Gtip (◦Cmm−1) 2.073 2.957 1.089 3.876
Undercooled width (mm) 1.6 1.1 3.7 1.0

Fig. 6. Dendrite tip growth rate versus front position.

Fig. 7. Dendrite tip undercooling versus front position.

Fig. 8. Dendrite tip growth rate versus temperature gradi-
ent.

Fig. 9. Undercooled region width versus front position.

rate evolution at the columnar tips. Each plot in Fig. 8
should be interpreted by following the loci (all of which
start on the x-axis) initially travelling from left to right
before looping around in a clockwise direction, and
continuing from right to left in the general direction
towards the y-axis of the graph.
Finally, Fig. 9 shows a plot of the undercooled

width (extent of bulk undercooled liquid ahead of
the marker) versus front position. The transition type
markers (‘↑’, ‘�’ and ‘CET’) listed in Table 1 are in-
cluded in each figure to demarcate the principal mi-
crostructural transitions observed in each experiment.
As noted previously, the numerical model simulates
axial columnar growth only, i.e., the model is valid up
to and including the initial marker locations (arrow or
CET marker).

4. Discussion

4.1. Summary of experiment results

Only the dendritic primary β-phase was considered
in the sample analysis. All of the samples revealed a
distinguishable unmelted region approximately 14 mm
long, labelled ‘U’ in Fig. 4, followed by period of
columnar growth in the axial direction of the furnace,
labelled ‘C’ in this figure. Columnar to equiaxed trans-
ition was observed in only one of the four experimental
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Fig. 10. Axial and radial columnar growth (black arrows)
and corresponding axial and radial heat flow directions
(white arrows), in the sample cooled at 50◦Cmin−1.

samples (Fig. 4, image III) where the controlled cool-
ing rate was 30◦Cmin−1.
Columnar growth in the radial direction, i.e., em-

anating from the circumference of the crucible, was
observed in the samples cooled at 20 and 50◦Cmin−1.
This led to ‘choking’ of axial columnar growth in these
samples so that only radial columnar microstructure
was prevalent during the latter stages of solidifica-
tion. Figure 5c is reproduced above with annotations
(Fig. 10) to illustrate an example of such an occur-
rence. Axial columnar growth is overcome by radial
columnar grains that appear to have nucleated at the
circumference of the sample during solidification.
In the sample cooled at 15◦Cmin−1, axial colum-

nar, radial columnar and equiaxed microstructures co-
existed for a significant length of the sample until,
eventually, a fully radial columnar microstructure was
observed.
Similar results are found in the literature in direc-

tional solidification experiments using a TiAl alloy of
similar composition to that used in the experiments
here. Mooney et al. [23] describe how radial colum-
nar growth prevented the possibility of CET in power-
down experiments on board the MAXUS-8 sounding
rocket. Kartavykh et al. [24] present terrestrial exper-
iment results showing centreline segregation in cyl-
indrical samples owing to radial temperature gradi-
ents.

4.2. Radial columnar growth

In directional solidification experiments using the
Bridgman or power-down method, nucleation events
at the circumference of the mould wall are an un-
wanted phenomenon. If the conditions allow, colum-
nar grain growth in the radial direction can occur
and subsequently interfere with the progress of colum-
nar growth in the axial direction. In columnar grain
growth, the preferred growth direction 〈100〉 is oppos-
ite to that of the heat flow. Figure 10 illustrates this,
where the growth direction is shown by black arrows
and the heat flow direction is indicated by white ar-
rows.
When a Bridgman furnace is used for directional

solidification, a positive axial temperature gradient is
desired so that heat flow occurs in the negative x-
direction (referring to the coordinate system in Fig. 1).
In other words, when dT/dx > 0 heat flows axially to

Fig. 11. Effect of radial heat flow direction on front shape:
(a) desirable convex front shape, (b) unfavourable concave

front shape.

the cold zone (crystalliser). If a concurrent radial tem-
perature gradient occurs at any axial position in the
sample, i.e., dT/dr �= 0, where r is the sample radius,
heat may also flow in the radial direction. In this case,
if dT/dr > 0 heat will flow radially into the sample
from the surroundings and, conversely, if dT/dr < 0
heat will flow from the sample to the surroundings.
Note that, in accordance with Fourier’s law, the dir-
ection of the axial (Qaxial) and radial (Qradial) heat
components occur in opposition to the sign of their
respective temperature gradients.
Considering, from the point of view of an axial sec-

tion through the sample, the 2-dimensional shape of
the columnar front that joins all the columnar dend-
rite tips; the sign of the radial heat flow component
will influence this shape. A simple thought experiment
shows that when both dT/dr and dT/dx are posit-
ive, one would expect a convex front shape, which will
suppress radial columnar growth. This is illustrated
in Fig. 11a. Conversely, when dT/dx is positive and
dT/dr is negative, one would expect a concave front
shape which promotes radial columnar growth, as in
Fig. 11b. The latter case corresponds to the scenario
observed in Fig. 10, and as such is the undesirable
case.
The BFFTM assumes that the temperature in a

CV does not vary in the radial direction. It does, how-
ever, account for heat flow at the circumference of the
CV, i.e., radial heat flow. This approach is suitable
for situations, like ours, with a low Biot number (less
than 0.1). The direction of the axial and radial heat
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Ta b l e 3. Simulated positions of radial heat flow reversal

Simulation No.

I II III IV

Position of radial
63.0 58.8 52.9 46.0flow reversal (mm)

flow components—as predicted by the model—can be
used to predict the most likely front shape to occur
during solidification.
When the cooling phase begins the front is loc-

ated at an axial location of approximately 25 mm, i.e.,
in the baffle region. Soon thereafter, the front moves
into the hot region of the furnace (at 27 mm). At this
point—in all simulations—the axial heat flow compon-
ent, Qaxial, occurs in the negative x-direction, i.e., heat
flows axially towards the cold zone, and Qradial occurs
in the negative r-direction, i.e., heat is received by the
CV from the surroundings. This scenario is conducive
to a convex (desirable) front shape, as illustrated in
Fig. 11a.
In the early stages of solidification, the front shape

progresses in this convex manner. As cooling pro-
gresses, and the solidification front moves through the
hot zone, at some point (due to the controlled cool-
ing) the heater becomes cooler than the sample itself,
TH < T. In this case, the radial heat flow changes sign,
and now radial heat flow is from the sample to the
heater, i.e., Qradial is in the positive r-direction. This
is illustrated in Fig. 11b. The BFFTM was used to de-
termine the axial location at which the radial heat flow
component—in the CV containing the front—changes
sign, i.e., the position of radial heat flow reversal. The
results of this exercise are given in Table 3. Three
observations were made clear by this analysis: (1) ra-
dial heat flow reversal occurred in all samples, (2) the
timing of the radial heat flow reversal lagged behind
the moment the furnace switched from Bridgman to
power-down mode, (3) radial heat flow reversal oc-
curred earlier and closer to the cold zone as the cooling
rate was increased.
No direct correlation is found by comparing radial

heat flow reversal predictions with the onset of radial
growth in the microstructures. It is considered that
at the instant radial heat flow reverses, a zero radial
gradient exists, and this should favour a flat solidific-
ation front. The radial growth will require some nuc-
leation undercooling and a sufficient radial heat flow
to initiate. It is clear, however, that the radial heat
flow reversal is a prerequisite for radial growth; there-
fore, the radial heat flow reversal is a necessary but
insufficient condition for the onset of radial columnar
growth.
It is interesting to note that the thermal scenario

shown in Fig. 11b is difficult to achieve in traditional
steady Bridgman solidification, since the heater tem-
perature is always higher than that of the moving
sample. Martorano et al. [26] did observe, however, ra-
dial columnar growth in experiments using the Bridg-
man method where large changes in pulling velocity
were applied, in other words, during transient solidi-
fication. Both scenarios, (a) and (b) shown in Fig. 11,
are possible when using the power-down method in
steady or transient conditions. The cooling rate influ-
ences the possibility of scenario Fig. 11a leading to
scenario Fig. 11b. A low cooling rate delays the mo-
ment of radial heat flow reversal, causing it to occur
further along the sample from the cold zone. A high
cooling rate promotes an earlier onset of radial heat
flow reversal with the reversal occurring closer to the
cold zone.
A recent article, by Miller and Pollock [26], de-

scribes results from directional solidification experi-
ments carried out using the Bridgman method with
Liquid Metal Cooling (LMC) where the mould geo-
metry was designed to promote varying solidification
conditions. They observed ‘lateral growth’ (i.e., ra-
dial columnar growth) in two different multicompon-
ent alloys. Simulation modelling results were used to
propose a criterion for lateral growth based on front
shape inclination angle. Similar to the results presen-
ted in this article, it is concluded that lateral growth
is indicative of conditions for the complete breakdown
of directional solidification.

4.3. Columnar to equiaxed transition

A clear CET occurred in the sample cooled at
30◦Cmin−1. It is well established in literature that
equiaxed nucleation and growth will tend to occur
ahead of columnar dendrites when growing at high
growth rates and at low temperature gradients [12]. A
high columnar growth rate implies that sufficient un-
dercooling exists ahead of the columnar dendrites for
equiaxed nucleation to occur. Although the magnitude
of the solutal undercooling at the columnar dendrite
tip differs from the constitutional undercooling in the
liquid ahead of the tip, under constrained growth con-
ditions, the undercooling at the tip gives a limiting
value to the peak constitutional undercooling ahead
of the tip.
Figure 12 illustrates how the solutal undercooling

at the tip and undercooling ahead of the tip are re-
lated. The dot-hatched region represents constitution-
ally undercooled liquid. In a positively partitioning
system, the liquid in this region is enriched by solute
rejected from the growing dendrite so that the equi-
librium liquidus temperature, Tl(X), is lower than its
value for the original alloy composition, Tl(C0). Gen-
erally, if solutal undercooling at the columnar tip is in-
creased or lowered, then the constitutional undercool-
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Fig. 12. The width of the undercooled region ahead of a
columnar dendrite.

ing ahead of the tip is increased or lowered accordingly.
In addition, if the temperature gradient decreases,
then the undercooled width increases, too. Given a
sufficient level of undercooling and the availability of
nucleated particles in the melt, equiaxed crystals can
nucleate and grow in the undercooled region ahead of
the columnar tips. A low gradient will reduce the like-
lihood of a strong preferential growth direction, hence
giving equiaxed growth.
The CET in the 30◦Cmin−1 sample occurred

at the highest columnar growth rate, Vtip = 0.128
mm s−1, and highest columnar tip undercooling,
∆Ttip = 4.0◦C. However, this undercooling value is
only marginally greater than the columnar tip under-
cooling values for the columnar to radial transitions
in the other samples.
Figure 8 shows that the simulated temperature

gradient is continually decreasing and approaching
zero in all cases. The CET occurred at the lowest
temperature gradient, Gtip = 1.089◦Cmin−1, when
compared to the other columnar transitions (ranging
from 2.073 to 3.876◦Cmin−1). The lower temperat-
ure gradient increases the width of undercooled liquid
ahead of the front, which in turn increases the likeli-
hood of equiaxed grain nucleation in the undercooled
liquid. The width of undercooled liquid ahead of the
front at the position of CET was larger, at 3.7mm,
than that of the other columnar transitions: 1.0 mm
to 1.6 mm. This is illustrated in Fig. 9.

4.4. Convection in the melt

Natural convection is defined as flow resulting from
the effects of gravity on density differences, i.e., where
a density gradient exists, in the liquid [27]. Such dens-
ity differences in the liquid can be due to a tem-
perature gradient (thermal convection), a concentra-
tion gradient (solutal convection), or both (thermo-
-solutal convection). The BFFTM does not consider
heat transfer occurring due to natural convection in
the liquid.
Relevant discussion is given on this topic in refer-

ence [16]. The discussion assumes that no radial tem-
perature gradient exists in the liquid; and focusses on

the fact that the crucible and sample do not move dur-
ing the experimental procedure (resulting in a static
columnar front). It is assumed that, since no growth is
occurring, no solute is rejected at the columnar front,
and any concentration gradient in the liquid has had
time to equilibrate by chemical diffusion. Therefore, it
is implied that no solutal convection exists. An axial
thermal gradient does exist; but the gradient is aligned
with the gravity vector (in a vertical Bridgman fur-
nace), so that hotter (lower density) liquid overlays
cooler (higher density) liquid, thereby providing an
inherently stabilising effect on the liquid.
The situation, however, is different in the exper-

imental procedure described in this article since the
Bridgman apparatus is used for the purposes of dir-
ectional solidification. While the thermal gradient is
still aligned with the gravity vector, a concentration
gradient in the liquid must exist during directional so-
lidification. Whether the concentration gradient has a
stabilising or destabilising effect on liquid depends on
the density of solutes being rejected. The main ele-
ments contained in the solutes of alloy 455 (i.e., alu-
minium and niobium) both have a destabilising ef-
fect on the liquid during growth. Buoyant aluminium
(less dense than titanium) is rejected at the colum-
nar front, whilst—contrarily, but having the same ef-
fect on the density field—heavy niobium (more dense
than titanium) is consumed from the melt during
growth. However, partitioning is weak in both cases:
kpart ≈ 0.9 for Al in Ti, and kpart ≈ 1.1 for Nb in Ti.
For this reason, it is appropriate to say that the results
obtained here may contain a margin of error due to
natural convection in the melt. It should be noted that
there are other mechanisms (apart from natural con-
vection ahead of the columnar front) that can lead to
convective flow in the Bridgman process. For example,
flow in the mushy zone, shrinkage driven flow, and sur-
face tension forces are leading to Marangoni convec-
tion [27]. Incorporation of convection flow mechanisms
in the current model is beyond the scope of this study.

5. Conclusion

Following a complete microstructural evaluation of
all the experiment samples, and in consideration of
the primary β-phase, it was found that CET occurred
in the sample cooled at 30◦Cmin−1 only. The solid-
ification modelling carried out explained the condi-
tions that produced this CET, since, compared to the
other microstructural transitions modelled, the CET
position had the highest dendrite tip growth rate,
Vtip = 0.128mm s−1, highest dendrite tip undercool-
ing, ∆Ttip = 4.0◦C, the lowest temperature gradient,
Gtip = 1.089◦Cmin−1, and the widest undercooled re-
gion at 3.7mm. This information is insightful since it
provides an estimation of the growth conditions (to
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be avoided) for CET in castings of the gamma TiAl
alloy: Ti-45.5Al-4.7Nb-0.2C-0.2B (at.%). In all of the
other samples the axial columnar growth was inter-
rupted by radial columnar growth, thus, preventing
the possibility of CET in those samples.
The model highlights an important consideration

for CET experiment designers who intend to use the
power-down method. High cooling rates lead to a situ-
ation where the heater temperature is less than that
of the liquid in the sample. This subsequently leads to
an unfavourable heat flow pattern that promotes ra-
dial columnar growth, thereby ‘choking’ undercooled
liquid ahead of (axial) columnar grains and prevent-
ing the possibility of CET. Even though the radial
temperature gradients in the case presented here were
relatively small, the axial temperature gradient had
to be reduced to a low value for CET and, ultimately,
the axial and radial gradients reached a similar order
of magnitude.
In conclusion, CET studies using the power-down

method should utilise appropriate thermal modelling
to ensure that the conditions promoting detrimental
radial heat flow away from the sample in the hot zone
are avoided. The use of large sample diameters and
low cooling rates delays the reversal of radial heat
flow that is a precursor to radial growth. However,
one should be mindful that sufficient undercooling in
the liquid is required to allow for the nucleation and
growth of equiaxed dendrites.
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