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Kinetics of dislocation emission in 3D:
from the crack toward the free surface
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Abstract

The kinetics of dislocations emitted from a crack is studied via molecular dynamics (MD) in
a 3D bcc iron crystal. The atomistic results show that edge dislocation segments in the middle
of the crystal accelerate at the nearest vicinity of the free crystal surface. The dislocations in
MD penetrate the surface layers in transonic or supersonic regimes. The possible sources for
such behavior are discussed in the framework of continuummodels and using stress calculations
on the atomistic level. Acoustic emission patterns arising from the fast dislocation motion in
MD are visualized via the local kinetic energies of individual atoms and further modeled as a
moving source of the stress waves in the anisotropic continuum.
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1. Introduction

Atomistic simulations can verify continuum mod-
els or bring new predictions to materials science or
another field of interest.
It is well known that dislocations are attracted to

the free sample surface since the disappearance of dis-
locations via formation of surface steps enables a de-
crease in the potential (strain) energy in the system.
Koehler [1] introduced a simplified continuum model,
where the process can be modeled by means of a mir-
ror dislocation of the opposite sign, lying in the same
slip plane on the opposite side of the free surface at the
same distance R. The driving force is proportional to
1/R and, in the static continuum models, it is called
as a mirror or image force acting on the dislocation
toward the free surface.
Recent solutions of the elastic stress field of an in-

jected and uniformly moving dislocation toward the
free surface enabled the derivation of analytical ex-
pressions for the elasto-dynamic image force [2] in the
isotropic continuum, also depending on a relative time
scale and the velocity of uniformly moving disloca-
tion. These image forces may lead to an acceleration
of dislocation motion toward the free surface. The lim-
iting velocity of dislocations at the free surface in the
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isotropic continuum is the velocity of surface Rayleigh
waves [2] and, in the atomistic lattice, it should be the
velocity of sound by the known Frenkel-Kontorova lin-
ear atomic spring model [3].
Another possible source for acceleration of dislo-

cations toward the free surface is the surface stress,
which is a new aspect (approach) presented in the pa-
per. There are missing interatomic interactions at the
free surfaces of crystals in the normal direction to the
surface. So the free surfaces relax using the change in
interplanar distances to minimize the potential energy
in the system and to eliminate the unresolved normal
forces at the free surface.
Surface relaxation and surface energies are real, ex-

perimentally measurable quantities. In continuum lan-
guage, after the surface relaxation, the normal stress
components at the free surfaces vanish, but the other
stress components along the free surface need not be
zero after the surface relaxation, and they are called
as surface stress or surface tension (as in a drop of
water).
The models mentioned above are treated or dis-

cussed in the present study to explain the accelera-
tion of dislocations toward the free surface, observed
in our free 3D atomistic simulations by molecular dy-
namic (MD) technique.
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This unpublished MD study uses the boundary
condition with prescribed displacements at the bor-
ders and is devoted to the kinetics of dislocations emit-
ted from the relatively long edge crack embedded in
the 3D rectangular atomistic sample loaded in mode I.
The influence of the near right free sample surface on
dislocation speed and acoustic emission is studied. MD
simulations are completed with stress calculations on
the atomistic level [4].
Similar to our previous work, we use an N-body

potential [5] for bcc iron (i.e., the description of the
Fe-Fe interaction from Table 2 in [5]), successfully
tested in many applications. Under the constant dis-
placement conditions, the studied long edge crack
(1̄10)[110] (crack plane/crack front) emits dislocations
on the < 111> {112} slip systems (Fig. 1) indepen-
dent of the loading rate. These dislocation emissions
make the crack more stable. The boundary condition
used is suitable for the studies of dislocation kinet-
ics, since the process is also well pronounced in the
global energy balance, in particular under a relatively
slow loading rate. Our question is, why do these dislo-
cations accelerate to the transonic regime at the free
crystal surface?
Several theoretical and atomistic studies of the fast

dislocation motion above the velocity of the transver-
sal (shear) waves (CT) and longitudinal (CL) waves
have been published, e.g., in [6–11]. The studies men-
tioned reveal that, under special circumstances, the
dislocations can overcome the limiting velocity given
by the Frenkel-Kontorova model that has been ac-
cepted for a long time [3].
Further development of the models concerning fast

dislocations is discussed in Sec. 3 in connection with
the results presented.
To the authors’ knowledge, no atomistic study con-

cerning the influence of the surface stress on the fast
dislocation motion and acoustic emission has been
published yet. Atomistic study of the problem men-
tioned above is the topic of our paper.

2. MD simulations

A pre-existing through edge crack of the length a is
considered, placed in the middle of a rectangular sam-
ple of length L, widthW, and thickness B – see Fig. 1.
The relative crack length corresponds to a/W = 0.8.
The sample was loaded by monotonic uni-axial tension
(mode I) via prescribing displacements in L-direction
for six border BW layers at the bottom and the top
of the sample. Surface relaxation was performed be-
fore the loading, to avoid its influence on crack tip
processes.
Newton’s equations of motion for individual atoms

were solved in all three directions by a central dif-
ference method, using time integration step h =

Fig. 1. Sample geometry for crack orientation (1̄10)[110]
(crack plane/crack front) and scheme for the available in-
clined slip systems: the arrow [1̄11] denotes the slip di-
rection, the arrow [1̄12̄] marks the normal to the lower
slip plane (1̄12̄) also containing the crack front oriented
in the [110] direction. The upper slip system is of orien-
tation [11̄1] (1̄12). The observation planes in MD are the
LW planes (110) perpendicular to the crack front.

1 × 10−14 s. The surface region mentioned, with pre-
scribed displacements, does not enter the time integra-
tion procedure. No periodic boundary conditions were
applied in the free 3D atomistic simulations presented.
Atomically sharp edge crack (1̄10)[110] was created

by cutting interatomic bonds across the initial crack
plane. The initial temperature was 0 K, and the fur-
ther thermal atomic motion was not controlled, similar
to [10]. The atomistic sample consisted of 440 atomic
planes (1̄10) in L-direction, 220 planes (001) in W -
-direction and 30 planes (110) in B-direction along
the crack front.
The total number of atoms in the 3D crystal was

NPOIN = 1 452 000. The atomistic specimen of SEN
(single edge notch) type was loaded gradually (linearly
in time t =nh) with prescribed displacements v(t) at
the BW surfaces each time step t =nh in the direction
[1̄10] along the sample length L, i.e., in mode I.
Similar to our previous work, each time step n, the

total potential EPOT =EPOT(t) – EPOT(0) and ki-
netic energies EKIN = EKIN(t) – EKIN(0) were mon-
itored in the system. The total number of interatomic
LINT interactions and the position of the crack front
in the middle of the crystal were also monitored at
each time step.
Also, the coordinates, the local kinetic energies
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Ekin(li) and the local numbers of interactions KNT
(i.e., coordination numbers) at individual atoms (li)
were monitored at selected time steps for graphic pur-
poses in 3D. We scan the atomic configurations in all
the planes (110) perpendicular to the crack front, as
well as in other planes if necessary.
The presented stress calculations on the atomistic

level are based on the interplanar concept [4] that well
describes the stress distribution, not only under homo-
geneous deformation but also in the case when strain-
ing is inhomogeneous in the range of interatomic in-
teraction. The free surface is an example.
Note that, as mentioned in [4], the definition of the

stress in the atomistic lattice is not unique. The con-
cept of the virial stress utilized in [12] includes stress
components both from the potential and kinetic en-
ergies. The main component, coming from the poten-
tial (strain) energy in the system (also called volume
stress), is calculated from all the interatomic interac-
tions surrounding an atom in the considered range of
the interactions, while the interplanar stress includes
only those interactions in one direction perpendicular
to a plane.
The virial volume and interplanar concepts pro-

duce the same results under homogeneous straining in
the range of interatomic interactions. However, they
differ at the free relaxed surfaces: the volume stress os-
cillates at the free surface, while the interplanar stress
vanishes in the normal direction to the free surface.
MD simulations themselves do not require the

stress. MD works with the nonlinear interatomic
forces and displacements. Additional stress calcula-
tions serve merely as complementary tools for com-
parison with continuum models or further treatment
of MD results.
For MD simulations we use our in-house Fortran

codes and, for the graphical treatment of MD results,
our codes use the commercial computing MATLAB
environment.

3. Results and discussion

Under the boundary conditions with prescribed
displacements, the stress intensity factor KI and T -
stress are mutually bounded with the prescribed dis-
placement vA applied in mode I, via the relations
by Fett [13]: σ0 = EvAH and KI = FIσ0(πa)1/2;
T = fIσ0, where E stands for Young’s modulus, vA is
the prescribed displacement at the borders, H = L/2
and FI, fI are the boundary correction factors for a
given sample geometry a/W , H/W presented in [13].
The crack length in this study corresponds to a =
88a0, where a0 = 2.8665Å is the lattice parameter and
Young’s modulus E = 1/A22 = 2.237 × 1011 Nm−2

as in [3, 15].
Here we mainly present the results for a relatively

slow loading rate ΔvA(t)/Δt = 14.7 Å/20 000h, where
vA is the applied prescribed displacement. The critical
prescribed displacement vG = 7.35 Å (corresponding
to the critical Griffith stress intensity KG) is reached
per 10 000h. The loading rate may also be expressed
via KG as dKA/dt = 0.010KG/ps (since 100h = 1
ps). This notation is often used in crack simulations
as it enables a comparison between various MD results
and also to determine the instantaneous applied stress
intensity via the relation KA(t) = t ∗ (0.01KG/ps).
Here, KG = 0.906MPam1/2 stands for Griffith

stress intensity [14, 15] needed theoretically for cleav-
age crack extension of the crack (1̄10)[110] with the
interatomic potential in use. (The rise time 10 000h
to reach the critical Griffith level is larger by one or-
der than the period of the basic vibrations along the
length L of the atomistic sample, which leads in the
elastic region of loading to low kinetic energy in the
3D sample. So, the loading is called as a relatively slow
– see the global energy balance below).
Note that KA(t) represents the applied level of

loading at the upper and the lower sample borders in
L-direction. The instantaneous stress intensity at the
crack front at the same time t is lower since the load-
ing waves need some time to travel from the borders
to the crack front during the dynamic loading.
The character of the stress field on a plane (110) in

the middle (at B/2) of the loaded crystal before dis-
location generation is shown in Fig. 2 for the loading
rate 0.01KG/ps. The coordination system related to
Figs. 1 and 2 is introduced according to fracture me-
chanics: the axis y = [1̄10] is perpendicular to crack
faces, the axis x = [001] is oriented in the direction of
the potential crack extension, and the z-axis [110] is
parallel to the crack front. The peak stress in Fig. 2
denotes the position of the crack front at x = 88a0, i.e.,
the crack length in Fig. 1 is a = 88a0. The component
Sx vanishes at the right free surface. The maximum
stress component under uniaxial tension is the normal
stress component Sy, where also a short range surface
tension is visible at the right free surface arising af-
ter the surface relaxation, similar to Sz. (The surface
stress is treated in detail below).
If the stress intensity at the crack front reaches the

critical value (a material parameter Kdisl), a disloca-
tion emission on a favored slip system may occur [14].
Under nominal tension stress σ0 from external load-
ing, the shear stress is τ = σ0sinαcosα, where α is
an inclination angle of the slip system concerning the
axis of potential crack extension.
In our case the available slip systems (Fig. 1) are

〈111〉{112}, α is about 55◦, the so-called Schmid factor
sinαcosα = 0.47 and Kdisl = 0.892MPam1/2 accord-
ing to Beltz-Rice model [15] and also including the
T -stress. In Fig. 2 for time step 10 750, the stress in-
tensity at the nearest atoms in the positions r = 1a0
– 3a0 from the crack front reaches the value Ktip =
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Fig. 2. Stress components in the middle of the sample
(at B/2) before dislocation generation along the axis of
the potential crack extension, time step 10 750 (KA(t) =
1.075KG), the prescribed displacement in the [1̄10] direc-
tion corresponds to vA(t) = 7.9 Å: (a) Sy ; (b) Sx; (c) Sz; a0
is the lattice parameter, the same loading rate 0.010KG/ps

is used as in Figs. 3–10.

0.892MPam1/2 and the average T -stress corresponds
to TMD = –3.865GPa. The evaluation procedure is
described, e.g., in [15]. The magnitude of Ktip avoids
the prediction from [15], and the sign of the T -stress
also complies with the continuum treatment in [13] un-
der the boundary condition with prescribed displace-
ments.
Later on, at time step 10 760 (KA(t) = 1.076KG),

we detected the first increase in a number of inter-
actions LINT in MD, indicating the beginning of the
dislocation generation, followed by subsequent emis-
sion, as presented in the next figures. Such behavior is
in agreement with the prediction from [15] that nega-
tive T supports dislocation emission.
Figure 3 shows the situation on the part of the

3D atomistic sample from Fig. 1, touched by the first
dislocation emission under the boundary condition
with the prescribed displacements in mode I. Figure
3a illustrates that curved dislocations (red atoms) of
mixed character with screw and edge components are
emitted in the 3D atomistic sample of finite dimen-
sions. The atoms in Fig. 3a were selected according to
the coordination numbers KNT mentioned in Sec. 2.
Here, the dislocation cores (red atoms) have

Fig. 3. (a) 3D visualization of the first emitted dislocations
at the edge crack a/W = 0.8, time step 11 861, vA(t) =
8.72 Å. Dislocation cores are shown using the red atoms,
the crack surfaces and the free sample surfaces are shown
via blue atoms. The arrow [001] denotes the axis of the
potential crack extension, the arrow [110] shows the orien-
tation of the crack front; (b) projection of the dislocations

to LW plane (110), view (–180, –90) in Matlab.

KNT = 16–17, while at the crack and surface blue
atoms KNT = 10. The regular coordination number
in the perfect bcc lattice corresponds to KNT = 14.
(Note that KNT may differ for different interatomic
potentials). Figure 3b shows the projection of the
curved dislocations onto the surface plane LW of the
orientation (110). The red atoms (dislocation cores)
indicate the slip directions here 〈111〉 under an angle
of about 55◦ concerning the axis of the potential crack
growth.
In the middle of the crystal (at B/2 in Fig. 1),

plane strain conditions prevail at the crack front with
positive stress component Sz > 0 (Fig. 2c). The dis-
location segments emitted are of edge character, i.e.,
with Burgers vector b = a0/2〈111〉 lying on our (110)
observation plane and with the dislocation line s ori-
ented in the perpendicular [110] direction, i.e., along
with the crack front in Fig. 3a.
At the free LW surfaces, where plane stress condi-

tions must be observed in the z-direction (i.e., Sz =
0), the screw character (b ‖ s) prevails, due to lower
strain energy at the free surface. In agreement with
continuum models for dislocation emission and crack
blunting [14, 15], we are focused in this study to edge
dislocation segments emitted from the crack front in
the middle of the 3D atomistic sample.
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Fig. 4. (a) The global energy balance during multiple dis-
location emissions, the first maxima correspond to the first
emission, the upper and lower curves correspond to the po-
tential and kinetic energy in the 3D crystal; (b) time de-
velopment of the relative shear displacement U10/b in the
slip system 〈111〉{112} during the first dislocation emis-
sion in the middle of the 3D bcc iron crystal; (c) a detail

from Fig. 4b.

Some atomistic studies utilize periodic boundary
conditions along the crack front to model a thick spec-
imen in the z-direction. In such a case an emission of
straight (line) dislocations from the crack front is ex-
pected, similar to plane strain (2D) simulations as in
[15]. Here we do not use the periodic conditions in
3D crack simulations since they do not generally en-
able free dislocation emission, e.g., from oblique slip
systems.
The changes of the total potential and kinetic ener-

gies in the atomistic sample, caused by multiple dislo-
cation emissions, are visible well in Fig. 4a under the
slow loading rate of 0.010KG/ps. The first maxima
correspond to the first dislocation emission. Further
attention is devoted to the first emission.
Figure 4b illustrates the generation and the emis-

sion of dislocations in the middle layer of the crystal
(at B/2) using the relative shear displacement U10/b
at the crack tip in the slip system 〈111〉 {112}. Here,
b = a0

√
3/2 stands for the magnitude of the Burgers

vector in bcc iron and a0 for the lattice parameter.
The data were obtained as the relative shear displace-
ments in the slip direction [1̄11] of two atoms lying
at the crack front: one (moving) atom (1) lies at the
position 88a0 on the lower free crack face (shown in
Fig. 5a via the arrow) and the second atom is the
“static” neighboring crack tip atom (0) at the posi-
tion 89a0.
Figure 4 also shows that a long time period and

high level of external loading at the borders is needed
to reach the position b/2 at the crack tip. This occurs
at a time step of about 11 500 (KA(t) = 1.15KG)
where the global potential energy in Fig. 4a reaches
the first maximum. Since the position b/2 is unstable
[14, 15], the group of atoms lying on the slip plane
at the crack tip is displaced (together with the lower
part of the crystal) quickly in the direction [1̄11] (like
in the block like shear) to a stable position U10/b = 1
under the high shear stress induced by the crack. This
occurs at a time step of about 11 600, i.e., at KA(t) =
1.16KG. A detail from the time development of the
relative shear displacement in Fig. 4(c) shows that,
in the fastest linear region of the time development,
the generation rate reaches a value Vgnr = b/3/Δt =
206m s−1.
The collective atomic motion causes emission of

the complete edge dislocations 〈111〉 {112} shown in
Fig. 5a. It leads to crack blunting and to a significant
decrease in the potential energy in the system (see
the upper curve in Fig. 4a). The quick transition from
the configuration b/2 to b decreases the high shear
stress induced by the crack and leads to radiation of
the stress waves (acoustic emission (AE)) shown in
Fig. 5b. The decrease in stress concentration is shown
in Fig. 5c.
The information in Fig. 5b (and as well in Figs. 6b,

7b) is obtained via the map of the local kinetic en-
ergies Ekin(li) of individual atoms li in the two cor-
responding middle atomic planes (110) perpendicular
to the crack front. The brighter the color, the higher
the kinetic energy. The map is scaled as sqrt(Ekin(li))
to see the elastic waves emitted during the emission.
The vertical red line in the middle denotes the edge
crack. The oblique slip bands starting from the crack
tip show the slip system. The value 8 on the color
scale corresponds to a maximum of the local kinetic
energies in the system.
Further, at the bright dislocation cores Ekin(li) =

0.33 × 10−20 J, while the average value per atom in
the atomistic sample is EKIN/NPOIN = 0.10 × 10−22
J, which on the color scale corresponds to 0.01, i.e.,
to the black color. In the case of dislocation cores, it
is
√
33 = 5.7, and their color is yellow. Regarding the
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Fig. 5. Visualization of the first dislocation emission on the inclined slip systems 〈111〉{112} at the edge crack a/W = 0.8
in the middle of the crystal, time step 11 600 (KA(t) = 1.16KG) vA(t) = 8.53: (a) by means of atomic coordinates; (b)
by means of local kinetic energies of individual atoms: the value 8 on the color scale corresponds to a maximum of the
local kinetic energy in the crystal; at the bright dislocation cores Ekin(li) = 0.33 × 10−20 J, while the average value per
one atom in the crystal is EKIN/NPOIN = 0.10 × 10−22 J; (c) decrease of the stress concentration at the crack tip after

dislocation emission.

Maxwell-Boltzmann relations for 3 degrees of freedom,
the kinetic energy at the dislocation core corresponds
to the temperature of about 159K, while the average
temperature in the atomistic sample (Fig. 1) is 4.8 K.
The motion of the individual dislocation segments

may differ in 3D. Here we follow and evaluate the gen-
eration and kinetics of motion of the lower edge dis-
location lying below crack faces in atomistic Figs. 5a,
6a, and 7a, which is the right dislocation in Figs. 5b,
6b, and 7b, by the map of the local atomic kinetic

energies. In this case, Burgers vector lies in the ob-
servation plane (110) and the direction [110] of the
dislocation line is parallel with crack front and per-
pendicular to the observation plane – see the precise
notation in Figs. 5a, 7b.
The dislocations in Fig. 5a at time step 11 600

(KA(t) = 1.16KG) begin to move away from the crack
tip, and the right free surface does not still influence
the AE signal significantly in Fig. 5b. The character of
the AE signal in Fig. 5b is predominantly given by the
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Fig. 6. The motion of the dislocations away from the crack front in the middle of the crystal, time step 11 800 (KA(t) =
1.18KG): (a) dislocation position using atomic coordinates; (b) using the local kinetic energies, representing the source of

AE signal.

envelope of the shear waves emitted from the moving
dislocation cores in the two active slip systems 〈111〉
{112}, similar to [16].
A different character of AE signal from the moving

dislocations approaching the free surface is shown in
Fig. 6b at time step 11 800 (KA(t) = 1.18KG). In this
case, the AE patterns are already strongly influenced
by the near free surface. Dislocation cores in Fig. 6b
are visible using the yellow “hot” points. At this time
step, the atomic position of the lower dislocation in
Fig. 6a corresponds to r = 35b (measured from the
lower free crack face).
Figure 7 shows the situation at time step 11 885

when the dislocations penetrate the right free surface
layers. One may observe that the atomic configuration
in Fig. 7a does not well define the position of the dis-
location core, as the core is being split and looks like
a collective motion of atoms, which creates a surface
step. In comparison with Fig. 6b, the envelope of the
shear waves emitted in Fig. 7b is more separated, via
the dark region (with low kinetic energy), from the
entire wave region generated during the previous dis-
location motion. This indicates an acceleration of the
dislocations close to the free surface.
The atomic configurations are prior to vanishing

of the dislocations at the free surface and, after that,
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Fig. 7. The arrival of the emitted dislocations to the free sample surface, middle of the crystal, time step 11 885: (a) the
complex (lighted) atomic configuration before the arrival of the dislocation to the free surface; (b) acoustic emission signal

from the transonic dislocation motion using the local kinetic energies.

are presented in Fig. 8. At time step 11 880 (Fig. 8a)
one can localize the position of the core to r = 42 –
43b, while at time steps 11 890 (Fig. 8b) and 11 900
(Fig. 8c), one may already observe the surface steps at

their final position r = 46b, as denoted by the arrow.
Monitoring of the dislocation motion is shown in

Fig. 9 and Table 1 using the dimensionless positions
r/b of the lower dislocation in dependence on dimen-
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Fig. 8. (a) Dislocation position at time step 11 880 (KA(t) = 1.188KG); (b) surface steps at time step 11 890 (KA(t) =
1.189KG); (c) time step 11 900 (KA(t) = 1.190KG) denoted by the arrow.

sionless time Δt/h, where Δt = t− 11 600h. The line
corresponds to an average subsonic dislocation veloc-
ity of Vdisl = 2 210m s−1 ± 407 m s−1 that was ob-
tained by the least-square method in the time interval
< 11 600h, 11 880h>, or according to Fig. 9 in the
interval Δt/h ∈ < 0, 280>.
In the time interval <11 880h, 11 900h>, i.e., close

to the free surface, the slope of the curve differs, as
may be seen in Fig. 9 for Δt/h ∈ <280, 300>. The dis-
location in MD accelerates at a very close distance of
about 4b from the right free surface. It leads to an in-

stantaneous dislocation velocity in the 〈111〉 direction,
either transonic Vdisl = (46 – 43)b/20h = 3 724m s−1

above CT = 3 007m s−1 [10], or to supersonic Vdisl =
(46 – 43)b/10h = 7 447m s−1 above CL = 6 487 m s−1

[10], if we suppose that the surface step was already
created at the time step 11 890.
In Fig. 10 we present a simplified reconstruction

of the acoustic emission from the transonic disloca-
tion motion nearby the free surface in the framework
of an anisotropic continuum of our crystal symmetry.
For the potential used, the velocity of the transver-
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Ta b l e 1. Global energy and force balance for the first dislocation emission from the edge crack a/W = 0.8 in mode I
under constant displacements conditions, loading rate 14.7 Å/20 000h (0.010 KG/ps). The energies are in units of 10−15 J,
E = EPOT + EKIN and the forces Fdisl are in units of N m−1. Time sampling Δt/h and the positions r/b of the lower

emitted dislocation correspond to Fig. 9.

time step n EPOT EKIN E r/b Δr/b Fdisl Δt/h

11 600 0.2446 0.0150 0.2596 18 0 0 0
11 620 0.2477 0.0158 0.2635 20 2 –0.033 20
11 640 0.2444 0.0171 0.2615 22 4 0.033 40
11 660 0.2445 0.0181 0.2626 24 6 0.011 60
11 680 0.2440 0.0195 0.2635 25–26 7–8 0.053 80
11 700 0.2439 0.0205 0.2644 27–28 9–10 0.049 100
11 720 0.2433 0.0221 0.2654 28–29 11–12 0.075 120
11 740 0.2428 0.0236 0.2664 30–31 12–13 0.095 140
11 760 0.2423 0.0252 0.2675 32 14 0.108 160
11 780 0.2416 0.0268 0.2684 34 16 0.124 180
11 800 0.2406 0.0289 0.2695 35–36 18 0.147 200
11 820 0.2395 0.0309 0.2704 37 19 0.177 220
11 840 0.2386 0.0328 0.2714 39 21 0.189 240
11 860 0.2376 0.0348 0.2724 41 23 0.201 260
11 880 0.2357 0.0376 0.2733 42–43 24–25 0.240 280
11 900 0.2312 0.0433 0.2745 46 28 0.316 300

Fig. 9. Dislocation motion by means of dimensionless
position r/b from crack faces in dependence on dimen-
sionless time Δt/h, where Δt = t − 11 600h. The line
corresponds to an average dislocation velocity Vdisl =
2 210 m s−1 ± 407 m s−1. The interval Δt/h = <0, 300>
corresponds to applied stress intensityKA(t) = <1.16KG–

1.19KG>.

sal (shear) waves in the 〈111〉 direction corresponds
to CT = 3 007 m s−1, and for the longitudinal waves,
it is CL = 6 487m s−1 [10], as mentioned above. In
an anisotropic medium, only some crystallographic di-
rections (in our case 〈100〉, 〈011〉 and 〈111〉) trans-
fer pure longitudinal or pure transversal mode, in
other directions the elastic waves propagate as a quasi-
longitudinal (qL) or quasi-transversal (qT) waves [16].
Note that in [16] we treated dislocation emission from
a short central crack in an extended crystal and the

influence of free surfaces was not examined in [16]. Fig-
ure 10a shows the section of the ray (wave) surfaces
using the group velocities of the quasi-longitudinal qL
and quasi-transversal qT (shear) waves in our obser-
vation plane (110) in the bcc iron crystal under plane
strain conditions. The point source of the anisotropic
AE signal lies in the middle of Fig. 10a and may rep-
resent, e.g., the crack tip point or dislocation core.
The axis of the potential crack extension in Fig. 10
and Figs. 5b, 6b, and 7b corresponds to [001] direc-
tion, see Fig. 1. Our slip system 〈111〉{112} for dislo-
cation emission is oriented under an angle of about 55◦

(tanα =
√
2) concerning the [001] direction of the po-

tential crack growth as mentioned above. The disloca-
tion emission from the crack tip is a shear process, and
so it can be modeled as a moving point source of the
shear qT waves along the slip direction 〈111〉 inclined
under ∼ 55◦ concerning [001] direction – see Fig. 10b,
where the moving point source is denoted via ( +) for
a dislocation velocity of about 1.36CT. The crosses in
the 〈111〉 direction correspond to Burgers vector. The
envelope of the shear qT waves emitted in Fig. 10b
represents an AE signal arising from the transonic mo-
tion of the right (lower) emitted dislocation in an ex-
tended (unbounded) observation plane (110), i.e., it
shows the situation during dislocation motion in the
interval from the position 42b up to 46b, unimpeded
by the free surface and by the back wave reflections
from free surface. If we perform in Fig. 10b a cut selec-
tion nearby the last position (46b) of the dislocation
core (•) to model the arrival of the dislocation close
to the free surface, we obtain in Fig.10c an AE signal
similar to Fig. 10d coming from the transonic motion
of the right dislocation approaching the free (001) sur-
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Fig. 10. Reconstruction of the acoustic emission (AE) sources in anisotropic continuum of our crystal symmetry: (a)
section of the ray (wave) surfaces: group velocities of the quasi-longitudinal (qL) and quasi-transversal (qT) on (110)
plane of bcc iron under plane strain; (b) AE patterns nearby the final position (•) of the dislocation core, generated by
the transonic dislocation, modeled as a moving source (+) of the qT-waves with a velocity Vdisl = 1.36CT. Initial position
of the dislocation is identical with the crack tip point denoted via ( ) and the moving positions (+) correspond to Burgers
vector in the slip direction 〈111〉 inclined under an angle of about 55◦ with respect to axis of the potential crack extension
in the direction [001]; (c) simplified reconstruction at the free surface created via a cut selection from Fig.10b nearby the
final position of the right dislocation core (•) approaching the free surface and Mach angle of about 65◦ corresponding to
transonic velocity 1.36CT; (d) comparison with a detail from MD for the transonic dislocation approaching the free (001)

surface in Fig. 7b (gray color scale 3 in Matlab).

face in MD at time step 11 885 (Fig. 10d presents a
detail from MD results in Fig. 7b, performed with a
gray color scale 3 in MATLAB).
The simplified reconstruction does not include the

back wave reflections acting in MD and the pre-
vious radiation coming from dislocation generation
and subsequent subsonic dislocation motion. Never-
theless, the shape of the AE signal and Mach angle of
about 65◦ following from the wave reconstruction in
Fig. 10c roughly describe the independent MD signal

in Fig. 10d at the free (001) surface. It implies that
the strongest AE signal from the crack-induced dislo-
cation emission is transferred via qT waves, which is
useful information for the experimental AE detection
with the velocity sensitive transducers.
Note that the definition (classification) of the fast

defects in an anisotropic medium differs in various
publications since the wave propagation in anisotropic
crystals is more complex in comparison with the
isotropic continuum, where just two velocities of the
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longitudinal (CL) and transversal (CT) waves can ex-
ist. An analytical solution by Eshelby [6] for the dis-
placement and stress field of a uniformly moving edge
dislocation in isotropic continuum discovers a spe-
cial case when the dislocation moves with a transonic
speed Vdisl =

√
2CT. In this case, the normal compo-

nent of the stress field generated by the moving edge
dislocation vanishes (i.e., the dislocation does not ra-
diate the stress waves in the direction perpendicular
to slip plane) and it may exist without external forces
applied in the slip direction (shear mode II). This state
is called “radiation free” in later studies, e.g. [11].
The qT waves are often denoted as the quasi-shear

(qS) waves. It is well known that the slow (qS1) and
faster quasi-transversal qT waves (qS2) must be rec-
ognized in anisotropic cubic crystals. For example, the
velocity of the faster qT waves (presented in Fig. 10)
in the 〈110〉 directions is given by the elastic constant
C44, while the velocity of the slower shear wave (qS1)
in these directions is given by (C11 – C12)/2. The
waves have different polarization. The faster qT wave
is polarized in the same plane where the direction of
propagation lies, while the slower qT(qS1) wave is po-
larized in a perpendicular plane.
In our crystal orientation (Fig. 1) the faster qT

(qS2) wave propagating in the [1̄10] direction is polar-
ized in the [001] direction, while the slower transver-
sal (shear) wave (qS1) is polarized in the perpendicu-
lar [110] direction. In Fig. 10 we do not consider the
slower transversal wave qS1 since we use plane strain
conditions with zero displacements in the perpendic-
ular [110] direction. These are relevant for the edge
dislocations emitted from the crack in the slip sys-
tems 〈111〉 {112} since the Burgers vector lies on the
observation plane (110) (there is no component in the
perpendicular direction [110]) – see, e.g., Figs. 4, 5a.
The studies [11, 18] are based on Eshelby’s work

[6, 17] and they introduced following definitions in
anisotropic medium: the regime with Vdisl < C(qS1)
is called subsonic (it does not occur in this study), the
interval C(qS1) < Vdisl < C(qS2) is named as the first
transonic regime (it is called subsonic in this study),
the interval C(qS2) < Vdisl < C(qL) is the second
transonic regime (here we say simply transonic) and
Vdisl > C(qL) is called supersonic, as here.
It is interesting to note that the study [18] presents

the character of acoustic emission by Huygens type
geometric construction of Mach cones from analytical
solutions for moving dislocations but for the different
slip system 〈111〉{11̄0} in bcc iron. Here, two Mach
cones are visible on a {112̄} plane, caused by the qS1
and qS2 waves. This type of slip system is theoreti-
cally available for our crack orientation but was not
activated in this study because of the lower Schmid
factor (0.41) in comparison with our active 〈111〉{112}
slip systems (Schmid factor 0.47). However, we mon-
itored the activity of the oblique slip systems of the

type 〈111〉{11̄0}. at the crack (1̄10)[110] in MD simu-
lations under mode I at room temperature.
The next part of the discussion is devoted to pos-

sible sources for dislocation acceleration observed in
MD. Figure 5c illustrates that the stress concentration
induced by the crack (see Fig. 2) almost disappears
at time step 11 600 since it is spent by the disloca-
tion emission process and so other sources should be
considered to explain the acceleration of dislocations
toward the free surface. This is discussed below.
By continuum theory of dislocations, the strain

energy U accumulated around a dislocation depends
on its position r in a finite body. The interaction
dislocation-free surface can be described generally by
a self-force F = −dU/dr. Acceleration of dislocations
in the direction r parallel with b for the discrete time
and position sampling in Table 1 can be approximated
by the Newton’s equation of motion for unit length of
the dislocation line:

M1ΔVdislΔt = F + b(τs − τPN), (1)

F = −ΔU/Δr, (2)

where M1 = m/a0
√
2 = 2.2877 × 10−16 kgm−1 and

m = 9.274012 × 10−26 kg is the mass of one iron
atom, τs is the nominal shear stress from external
loading, τs = σ0 sinα cosα (in our case α ∼ 55◦ and
the Schmid factor is sinα cosα = 0.47), the corre-
sponding slip force is Fs = τsb, further τPN is the lat-
tice resistance against motion of an edge dislocation
given by Peierls-Nabarro model as τPN = {2μ/(1 −
ν)} exp{−2πd/b(1 − ν)} and FPN = τPNb is the PN
force acting on unit length of dislocation line. Replac-
ing shear modulus G by the anisotropic elastic con-
stant μ = (C11 − C12 + C44)/3 = 0.713 × 1011 Nm−2

(relevant for the slip system 〈111〉{112}), further Pois-
son’s ratio via the relation ν = 0.596 valid [15] for our
crystal symmetry and the potential in use [5, 6] and
using for our slip system 〈111〉{112} the interplanar
distance d = a0/

√
6 = 1.1702 Å and Burgers vector

b = 2.4825 Å we obtain an estimate of PN stress τPN =
232MPa. The estimate is comparable with the atom-
istic results τPN ∼ 3 × 10−3 μ presented in [19], [26] for
the edge dislocations 〈111〉 {112} in bcc crystals. Cor-
responding PN force is FPN = τPNb = 0.057 Nm−1.
In the time interval <11 600h, 11 900h> monitored in
MD, the nominal tension stress from external loading
varies only slightly from σ0(11 600) = 4.28GPa up
to σ0(11 900) = 4.39 GPa. The slip force acting per
unit length of the dislocation line is also almost con-
stant: Fs(11 600) = 0.4994 Nm−1 while Fs(11 900) =
0.5122Nm−1.
It is interesting to note that PN stress (needed

for dislocation motion) is approximately by 3 orders
smaller in comparison with the critical shear stress
needed for dislocation generation from the crack tip.
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In our case the stress barrier for dislocation genera-
tion in the 〈111〉{112} slip system is τc = 16.3GPa,
as follows from block-like shear simulations in perfect
bcc iron crystals with the used potential – see [15,
16]. The value of τc is comparable with the estimate
of the ideal shear strength μ/2π in perfect crystals
by Frenkel [3], which is included in the models [14,
15] for crack induced dislocation generation, together
with PN stress. This means that the level of the criti-
cal stress intensity factor Kdisl is given predominantly
by the high-stress barrier for dislocation generation
that is supplied by the high-stress concentration at
the crack tip (see Fig. 2).
Koehler [1] proposed a simplified isotropic model

for the calculation of an image force FR that drives out
the dislocation from the body to decrease the strain
energy in the system. A fictitious mirror dislocation
of the opposite sign is introduced. The dislocation lies
outside the crystal in the same slip plane at the same
distance R from the free surface. The interaction force
FR between the real and mirror dislocation is attrac-
tive, called the image or mirror force and it drives out
the real dislocation from the crystal. The model pre-
serves the conditions of the free surface in the normal
direction, but not in the tangential (shear) direction.
(It is easy to show in polar coordinates r, υ that σrr =
0 and σrυ 	= 0 for υ = 0). In the case of the edge
dislocations in isotropic continuum, the image force is
FR = {Gb2/2π(1 − v)}/2R = const/R. Replacing G
and Poisson’s ratio by the anisotropic values μ and v
given above, we obtain const = 0.8655 × 10−9 N for
our case. At time step 11 600 the distance from the
free sample surface in MD is R = (46 − 18)b = 28b
and FR = 0.125Nm−1. At the time step 11 800 the
distance R = (46 – 36)b and FR = 0.349Nm−1.
The image forces are of a long-range, given approxi-

mately by the relation FR = FPN, which is in our case
by about 60b, i.e., about 30 lattice parameters from
the free surface (001). The acceleration of the emitted
dislocations toward the right free surface caused by
the mirror forces themselves can be approximated by
the Newton’s equation of motion using FR instead of
F and neglecting the second term. Using the static im-
age forces FR, the dislocation accelerates already from
time step 11 620 (in contradiction with MD results in
Fig. 9) and penetrates the free surface in transonic
regime much earlier in comparison with MD.
Better agreement with MD results could be ob-

tained using the elasto-dynamic model [2] for the im-
age forces. The study brings an important improve-
ment, so-called retardation time. The injected (emit-
ted) dislocation does not feel the image force until the
stress wave emitted by the complete dislocation ar-
rives at the free surface (now, the surface feels that
there is some dislocation in the bulk of the crystal).
After that, the stress waves are reflecting the dislo-
cation (and now, the injected dislocation knows that

there is some free surface). This occurs when their di-
mensionless parameter t/al =2. Up to this moment,
the dynamic image force is zero. Here the time t is
measured from the time of the injection and the pa-
rameter al = R/CL in our case.
The paper also introduces a dynamic correction

f(t) (Fig. 5 in [2]) for image forces that a uni-
formly moving edge dislocation feels. The dynamic
image force is introduced as Fdyn = 2f(t)FR. The
isotropic function f(t) from [2] can be modified to
our anisotropic case by using our anisotropic ratio
CT/CL = 0.4635 and the parameter Vdisl/CT = 0.735.
Here CL and CT mean the velocities of the longitu-
dinal and transversal (shear) waves in the 〈111〉 slip
direction. The dynamic correction f(t) in our case is
similar to the isotropic case shown in Fig. 5 in [2] con-
cerning the parameters CT/CL = 0.5 and Vdisl/CT =
0.8.
Assuming that the time of the injection of the com-

plete edge dislocation corresponds to 11 600h in agree-
ment with MD data, then their parameter R/CL =
28b/CL = 107h in our case and t = Δt is related to
the time step 11 600 as in Fig. 9, then up to time step
11 814 (when Δt/(R/CL) = 2) the dynamic image
force Fdyn is zero, and so, no acceleration of the edge
dislocation is expected before time step 11 820 which
better complies with MD data.
Nevertheless, the retardation time in MD differs

somewhat from the model in [2]. The first part of re-
tardation is the same: the time interval needed for the
arrival of the longitudinal emitted waves to the right
free sample surface is Δt0 = 28b/CL = 107h. Unlike
the model [2] in our case, the emitted (injected) dislo-
cation immediately moves with a velocity V and meets
the reflected L-wave at a time Δt1 when its position
from the surface R = R0 − VΔt0 − VΔt1 = CLΔt1.
Since R0 = CLΔt0, the unknown time Δt1 by the
previous equation is Δt1 = Δt0(CL − V )/(CL + V ).
Thus, the total time of retardation Δt = Δt0+Δt1 =
Δt02CL/(CL+V ) and the dimensionless parameter in
our case is Δt/(R0/CL) = 2CL/(CL + V ).
A similar relation can be derived for the transversal

(shear) waves CT. For V = 2 210 m s−1 from MD it
leads to a different limiting value of 1.4953 instead of
2, which is valid only for V = 0. This means that,
for the treatment of MD results, we should consider
Fdyn 	= 0 as already behind the time step 11 760 which
again causes an early acceleration of the dislocation in
comparison with the MD results in Fig. 9.
If we also apply the procedure to the left crack

free face, where the mirror dislocation of opposite sign
(Fr < 0) should hinder the motion of dislocation to
the right surface, we find that the resulting Fdyn =
f(t)(FR + Fr) 	= 0 can act from the time step 11 780,
leading again to the early acceleration with respect to
MD results since also Fdyn ∼ 1/R. Such dependence
is too strong, e.g., in nanocrystals, the model could
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cause a dislocation-free state, as pointed out in [24].
Another reason why the improved elasto-dynamic

model [2] of the image forces in the isotropic contin-
uum is inadequate for treatment of our MD results, is
the anisotropy. The angular distribution of the static
stress field differs in bcc lattice [1c] in comparison
with isotropic continuum while the radial dependence
∼ 1/R is preserved. The propagation of the stress
waves in anisotropic continuum differs as well from
the isotropic case, where the L and T waves have a
circular character. This is demonstrated in Fig. 10a.
This means that the dynamic correction functions

f(t) in the anisotropic medium may differ significantly
from the analytical form presented in [2]. Moreover,
finally, at the free surfaces, the limiting velocity in
an isotropic medium is the Rayleigh velocity of sur-
face waves CSW < CT, which need not be valid in
anisotropic medium (see [27] and the discussion be-
low).
As mentioned in the Introduction, another possible

source for acceleration of dislocations at the right free
surface in MD is surface stress. The right free surface
is relaxed (the surface relaxation was performed before
loading, mentioned in Sec. 2), which slightly changes
atomic positions at the free surface and leads to sur-
face stress. As mentioned in the Introduction, the sur-
face relaxation (and consequently surface stress) is a
real phenomenon in MD as well as in experiments.
As to the experimental data, the experiments

on surface relaxation in bcc iron crystals were per-
formed [20] at room temperature. Here normal (N)
and tangential (T shear) relaxation of individual sur-
face planes in several crystallographic directions were
determined in the framework of possible experimen-
tal standard deviations ΔN = ±0.035 Å and ΔT =
±0.06 Å [20, 21].
In the direction [001] (perpendicular to BL surface)

just normal relaxation was detected between the first
two planes UN(1, 2) = −0.02 Å, which corresponds to
strain component εN = 0.014. No surface relaxation
was detected [20] between the planes (110), i.e. in the
direction [110] (perpendicular to free surface LW in
Fig. 1). Considering the experimental values of the
basic elastic constants C11 = 2.33, C12 = 1.35, and
C44 = 1.18 × 1011 Nm−2 for bcc iron at room tempe-
rature by [22] and the coordination system by Fig. 1,
i.e. ‘x1 = [001], ‘x2 = [1̄10], ‘x3 = [110], the surface
tension at the (001) surface can be estimated from the
relations σ1 = ’C11ε1 + ’C12ε2 + ’C13ε3; σ2 = ’C21ε1
+ ’C22ε2 + ’C23ε3; σ3 = ’C31ε1 + ’C32ε2 + ’C33ε3
using ε1 = εN = – 0.014, ε3 = 0 in the [110] direction,
σ1 = σN = 0 in the [001] direction perpendicular to
the free surface (001) and the symmetry ’Cij = ’Cji.
The symmetric matrix of the transformed elas-

tic constants ’Cij for our crystal orientation is given
by the relations utilized in [15]: ’C11 = C11, ’C12 =
C12, ’C13 = C12, ’C22 = (C11 + C12 + 2C44)/2 =

’C33, ’C23 = (C11 + C12 – 2C44)/2, ’C44 = (C11 –
C12)/2, and ’C55 = ’C66 = C44. The required numer-
ical values are ’C11 = 2.33, ’C22 = 3.02, and ’C12 =
1.35 × 1011 Nm−2. By this method, we obtain ε2 =
0.024, further σ2 = 5.42GPa in the [1̄10] direction and
σ3 = –0.3 GPa in the [110] direction.
The component σ2 = 5.42GPa represents the sur-

face tension along the free (001) surface by experimen-
tal data on surface relaxation. We may use it to esti-
mate the expected shear stress and dislocation accel-
eration at the free surface (001). The nominal tension
stress at time step 11 880 from external loading in MD
is σ0 = 4.38 GPa. The resulting tension stress in the
[1̄10] direction at the right free surface BL in Fig. 1 is
σy = 4.38 GPa + 5.42GPa = 9.80GPa. The last rela-
tion shows that the surface tension (5.42GPa) coming
from experimental data on surface relaxation is com-
parable with the nominal tension stress (4.38 GPa)
coming from external loading in MD. So, the result-
ing shear stress in the 〈111〉{112} slip system at the
right free surface BL should be given by relation
τ = sinα cosασy = 0.47 × 9.80 GPa = 4.61GPa.
The range of interatomic forces is at least up to

the second neighbors, due to the mechanical stabil-
ity of the bcc lattice, so the atoms at the position
44b, 45b, and 46b are hit by the surface relaxation.
The atom 45 already has the full number of interac-
tions in the [1̄10] direction, i.e., the elastic constant
‘C11 =3.02 × 1011 Nm−2 should be valid in this case,
and a reasonable approach is an idea that the shear
stress τ acts on the distance 2b, i.e., between the atoms
44b–46b, which is in the range of the interaction a0 up
to the second neighbors. Thus, the resulting slip force
is Fs = τ2b = 2.288Nm−1 and the resulting driving
force at the free surface is F = Fs − FPN = (2.288 –
0.057)Nm−1 = 2.231Nm−1.
If we suppose that F (11 880) = F = 2.231 Nm−1

then, according to the Newton’s equations of motion
mentioned above, we may write: ΔVdisl = Vdisl(11 900)
– Vdisl(11 880) = F (11 880)20h/M1 = 1 950m s−1,
where ΔVdisl is the acceleration of a thought (hy-
pothetical, suppositional) dislocation at the free sur-
face (001) caused by the initial surface tension. Fur-
ther, the final speed of the dislocation arriving to
free surface (001) is estimated to be: Vdisl(11 900)=
2 210 + 1 950 = 4 160 m s−1, above CT. The sur-
face tension (5.42 GPa) itself (without the nominal
shear stress) leads to τ =2.5474GPa, further to Fs =
τ2b = 1.2648Nm−1 and to an acceleration ΔVdisl =
Fs20h/M1 = 1 106m s−1 (considering a shorter range
of interactions 1b, we obtain 553m s−1).
This estimate follows from the experiments on sur-

face relaxation at room temperature. Note that the
possible error of the estimate may be significant due
to the significant experimental errors mentioned above
and due to different elastic properties in the surface
layers in comparison with the bulk crystal.
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Ta b l e 2. Initial stress S(0) after surface relaxation in MD at the individual atoms lying in the positions 42b, 43b, 44b,
45b, and 46b (free surface) in the slip system <111>{112}, the total shear stress τ = τA + τ (0) in units of GPa, further

the slip Fs = τb and driving force F = Fs − FPN in units of N m−1

r/b Sx(0) Sy(0) Sz(0) τ (0) τ (r) Fs(r) F (r)

42 –0.1217 0.2364 –1.2840 0.1688 2.2335 0.5545 0.4975
43 –0.0796 0.2476 –1.3130 0.1538 2.2185 0.5507 0.4937
44 –0.0460 0.3657 –1.2110 0.1941 2.2588 0.5608 0.5038
45 –0.0215 –0.4150 –2.110 –0.1849 1.8748 0.4654 0.4084
46 –0.0067 3.1060 1.4320 1.4673 3.5320 0.8782 0.8212

The concept of the interplanar stress [4] in the
atomistic lattice does not need the elastic constants
and implicitly includes the changed elastic properties
by means of the changed interatomic interactions at
the free surface after the surface relaxation and, as
well, the model satisfies the conditions of the free sur-
face (see Fig. 2b), similar to nature.
To explain the role of the initial stress after sur-

face relaxation in MD we performed stress calculations
on the atomistic level in the neighborhood of the key
atomic positions of the lower dislocation core lying at
the distance 42b, 43b, 44b, 45b, and 46b (surface atom)
from the crack tip in the slip system [1̄11] (1̄12̄); see
Figs. 5a, 9. The results of these stress calculations are
given in Table 2.
Unlike the surface stress from experimental data

discussed above, the initial surface stress in MD is
of somewhat longer range (about 2–3a0), and there
is a different distribution of the initial stress between
the y- and z-stress components. This is caused by the
presence of the long edge crack close to the free surface
(see Figs. 1, 2) and it may also be influenced by the
atomistic model in use as follows from [21, 23].
Nevertheless, the behavior in MD seems to be real-

istic: the component Sx(0) practically vanishes at the
surface atom 46b, while Sy(0) reaches the maximum
here and no shear relaxation is monitored in MD at
the free surface (001), in agreement with experiments
[20] on surface relaxation in bcc iron. The initial shear
stress τ(0) in Table 2 was calculated from a general
relation τ =

√
2(σY −σX)/3+σXY /3 for the slip sys-

tems <111>{112} at the crack (1̄10)[110] considering
σXY = 0, σY = Sy(0) and σX = Sx(0).
The resulting shear stress is given as τ = τA +

τ(0), where τA = 2.065GPa comes from the applied
external loading at time step 11 880 (τA = 0.47σ0),
when the dislocation core is in the position 42–43b (see
Fig. 9 and Table 1). At this moment (t = 11 880h),
the total driving force acting on the dislocation core
in the surface region is given by Tab. 2, i.e. F (11 880)
=

∑
F (ri), and the Newton’s equation of motion of

the core can be written as

M1ΔVdisl/Δt =
∑

F (ri), (3)

∑
F (ri) =

∑
(Fs(ri)− FPN), (4)

which means that ΔVdisl = Vdisl(11 900) – Vdisl(11 880)
= 20h/M1

∑
F (ri).

If we suppose that at time step 11 880 the dislo-
cation core is at the position 42b,

∑
F (ri) = F (42) +

F (43) + F (44) + F (45) + F (46) = 2.7246 Nm−1 by
Table 2, further ΔVdisl = 2 382m s−1 and the final
transonic velocity is Vdisl(11 900) = 2 210 m s−1 +
2 382m s−1 = 4 592m s−1 = 1.53CT. It lies within the
interval 3 724–7 447m s−1 following from MD-results
in Fig. 9 and the dislocation reaches the free surface
(r = 46b) near the time step 11 900 in agreement with
MD (by about 1.6 h later).
If we assume that, at the time step 11 880,

the dislocation core is at position 43b, the to-
tal driving force is

∑
F (ri) = F (43) + F (44) +

F (45) + F (46) = 2.2271Nm−1, further ΔVdisl =
20h/M1

∑
F (ri) =1947 m s−1 and the final tran-

sonic velocity is Vdisl(11 900) = 2 210 m s−1 +
1 947m s−1 = 4 157m s−1 = 1.38 CT. This is a more
realistic MD result for two reasons:
i. The distribution of the individual driving forces

F (ri) in Table 2 indicates that the dislocation should
accelerate at a very close distance from the free sur-
face;
ii. The lower transonic velocity 1.38CT better com-

plies with the Mach angle following from the recon-
struction of the AE patterns in Fig. 10. The dislo-
cation speed 1.38CT also means that it reaches the
free (001) surface at time step 11 898, i.e., before 11
900h, which is in a qualitative agreement with Fig. 7
and with the results following from the experiments
on surface relaxation.
To model a more detailed distribution of the veloc-

ities in the surface region, one must take into account
the interplanar [4] character of the stress calculations
in the present study. This means that the last values
in Table 2 concern the interplanar distance between
the positions 45b–46b and the first values are valid
for the positions between 42b–43b, etc. The velocities
inside these intervals are constant and they can be
determined in a standard way by means of weighted
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functions from the relations:

Ωi = F (ri)/
∑

F (ri), (5)

∑
Ωi = 1, (6)

ΔVi = ΩiΔVdisl, (7)

ΔVdisl = 1 947m s−1, (8)

Vdisl(i) = Vdisl(i − 1) + ΔVi. (9)

In such a way we obtain the distribution of the
velocities in the surface region, visualized in Fig. 12a:

r/b Ωi ΔVi Vdisl(i)

42–43 0.2217 432 2 642
43–44 0.2262 440 3 082
44–45 0.1834 357 3 439
45–46 0.3687 718 4 157

With the initial constant velocity 2 210 m s−1,
the position 42b is reached at time step 11 870. The
next position 43b is reached during Δt = 1b/Vdisl(i) =
1b/2 642 ≈ 9 h, i.e. at time step 11 879. Following this
scheme, we obtain the time dependence r/b vs. Δt/h
shown in Fig. 12 b.
The initial constant velocity 2 210m s−1 in the re-

gion 18–42b in Figs. 9, 12 can be explained using the
results presented in Figs. 4c, 5c. Figure 4c shows that
the velocity of dislocation generation at the time inter-
val 11 500 (unstable position b/2) – 11 600 (complete
b) is Vgnr = 206m s−1 as mentioned above. Figure 5c
illustrates that at time step 11 600 the stress con-
centration at the crack front after dislocation emis-
sion decreases approximately to a nominal level of
external loading (σ0(11 600) = 4.28GPa), i.e., the
slip force in the slip system 〈111〉{112} comes just
from external loading, which is Fs(11 600) = 0.4994
Nm−1 as mentioned above. By the Newton’s equa-
tion of motion, we may write V0(11 600) – V (11 500) =
100h/M1(Fs(11 600) – FPN) = 1 936m s−1 and taking
V (11 500) = Vgnr we obtain V0 = 2 142 m s−1, which
complies well with the average value 2 210± 407m s−1
following from Fig. 9.
One may see that the surface stress, following ei-

ther from experimental data on surface relaxation in
bcc iron or from presentMD simulations in the 3D iron
crystal (Fig. 1), can explain the acceleration of dislo-
cations at the short distance from the relaxed (001)
free surfaces.
All the effects mentioned above are reflected by the

global energy balance in MD during the first emission

shown in Fig. 4a and presented in more detail in Ta-
ble 1. The physical reason for dislocation attraction to
the free surface is the possibility to decrease the po-
tential (strain) energy in the system by disappearing
of the dislocation at the free surface – see the upper
curve in Fig. 4a. So, the driving force for dislocation
motion can also be approximated from the global en-
ergy balance as

Fdisl = −ΔEPOT/ΔA, (10)

where ΔA = ΔrB is the area swept by the moving
dislocation. Here, Δr is the displacement of the dislo-
cation line in the direction 〈111〉 of the Burgers vector
on a slip plane {112} and B = 30a0

√
2/2 is the length

of the dislocation line in the [110] direction. The values
Fdisl are inserted in Table 1, and they are related again
to Fig. 9 and to the time step 11 600, i.e., ΔEPOT =
EPOT(t) –EPOT(11 600h), Δr = r(t) − r(11 600h).
This approximation implicitly includes all the

members mentioned above, i.e., the attractive surface
forces, lattice resistance FPN, the slip forces Fs from
external loading or induced by the crack, as well as
the contribution from the surface tension. Simplifica-
tion of the evaluation is an assumption of the straight
edge dislocation emitted by the crack in 3D.
According to Newton’s law concerning the impulse

of a mass m point with a driving force F (t):

mv1 −mv0 =
t1∫

t0

F (t)dt, or for the discrete time sampling

mv1 −mv0 =
t1∑

t0

F (t)Δt, (11)

one may expect in the interval <11 600h, 11 900h>
an increment in dislocation velocity given by Eq. (12):

ΔVdisl = Vdisl(11 900h)− Vdisl(11 600h) =

(20h/M1)
∑

Fdisl(t), (12)

where the sum is taken over all the data Fdisl presented
in Table 1.
This gives an increment of the dislocation velocity

1 836 m s−1 and the final dislocation velocity at the
free surface Vdisl(11 900) = 1 836 + 2 210 = 4 046
m s−1 = 1.35CT. The model well describes the time
dependence in Fig. 9 up to time step 11 820 (Δt/h =
220) where the dislocation begins to slowly accelerate
by the global energy balance up to the final velocity
4 046 m s−1 at time step 11 900. Note that the en-
ergy concept and modeling by finite element method
were used [24] to evaluate the image forces without
the fictitious image dislocations.
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Fig. 11. The character of acoustic emission from the first
dislocation emission under higher loading rate 0.034KG/ps,
time t = 4 000h, i.e. KA(t) = t ∗ (0.034KG/ps) = 1.36KG:
(a) acoustic emission in the middle planes (110); (b) AE

signal on the upper LB surface (001).

For comparison, the radiation-free velocity follow-
ing from continuum analysis in [11], determined from
the relation for orthotropic solids with in-plane dis-
placements u1, u2 and utilizing the elastic constants
‘Cij above for the evaluation of the experimental sur-
face relaxation is Vrf = 3 886m s−1. A similar value
Vrf = 3 891m s−1 is obtained with elastic constants
valid [5, 6] at low temperatures for our MD simula-
tions and their potential in use.
As mentioned in the Introduction, dislocation

emission also occurs under higher loading rates in
mode I, e.g., for 0.034KG/ps presented in Fig. 11. In
this case, the dislocation emission is less pronounced in
the global energy balance, due to more significant in-
fluence of the dynamic effects such as scattering of the
loading waves on crack faces, excitation of eigen vibra-
tions, expansion of the pressure unloading waves from
the corners (so-called von Schmidt waves in isotropic
continuum), etc.
The last dynamic effects are visible in Fig. 11 and

they are discussed in more detail in [6]. Nevertheless,
the kinetics of dislocation motion (evaluated in the
same way as above) is similar as presented for the rel-
atively slow loading rate 0.010KG/ps. Under higher
loading rate 0.034KG/ps, the emitted dislocations in
the bulk of the crystal move with an average subsonic
velocity of about 2 000 m s−1 and accelerate not before

a distance R = 5b from the right free surface. At this
distance, the very narrow surface region in MD is pen-
etrated with transonic velocities 3 103–6 206m s−1.
This means that the acceleration of dislocations in sur-
face layers does not depend on external loading rate.
Motion of the curved dislocations in 3D (such as

in Fig. 3) is a complex process: it can be accelerated
via kink edge segments [25] or hindered via screw
segments with a more complex (3D) core structure
and the larger Peierls stress τPN in comparison with
the edge dislocations of planar character [19, 26]. The
screw segments may create the jogs producing vacan-
cies [3], which also hinders the motion, the dislocation
speed may also differ due to the various stress condi-
tions in the middle of the sample and nearby the free
surfaces, etc.
Utilizing the global energy balance from MD to

assess the speed of the edge dislocation segments (at
B/2) is thus a simplification of the 3D problem and
represents a rather lower estimate for the acceleration
of dislocations toward the free surface. For the local
description of the motion of the edge dislocation seg-
ments in the middle of the crystal, a more realistic
estimate offers the theory that acceleration of edge
dislocations at the free surface (001) comes from the
short ranged surface stress in bcc iron.
Recent continuum analysis [27] of surface waves

in anisotropic medium shows that a transonic surface
wave, with the two components polarized perpendic-
ular and parallel to the (001) surface, can be accom-
modated in cubic crystals [27, 28], unlike the isotropic
medium. Such a mode can be used in our case for the
fast edge dislocations (Figs. 5–7) with Burgers vectors
〈111〉 lying on a (110) plane to penetrate the free (001)
LB surface. The Burgers vectors determining the mo-
tion of dislocation cores are composed, in our case,
from the one [001] component (perpendicular to LB)
and the second 〈1̄10〉 component (parallel to LB).
Figure 4 in this paper illustrates that the genera-

tion of the dislocations by the crack can be very fast
with disturbance time of about 100 h, i.e., with an
operating period of about 1 picosecond. This is not
directly accessible for experimental observation, e.g.
via in-situ electron microscope, similar to the fast dis-
location motion presented in Fig. 12. Since the genera-
tion and motion of fast dislocations play an important
role in technical (engineering) applications, e.g., such
as shock loading of solids [29], continuous attention
is devoted to various aspects of the fast dislocation
motion both in the theoretical studies (e.g., [30–32])
and in atomistic studies via molecular dynamics (e.g.,
[33, 34]). Such studies contribute to an understand-
ing of the process and create a base for proposals of
verification experiments in future, e.g., via the detec-
tion of AE signal from the fast dislocation motion or
via measurements of dislocation density [29] and their
post-processing analysis.
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Fig. 12. The results from the model including the initial
stress after surface relaxation: (a) course of the dislocation
velocity toward the free surface; (b) the curved line shows
the time dependence of the dislocation core positions by
the model, the circles (o) represent MD data at the free

surface.

In this study, the substantial part of the fast dis-
location motion is covered by the high nominal ten-
sion stress σ0 needed for dislocation emission from
the crack of nano-scale length a = 25.2252 nm since
σ0 ∼Kdisl(πa)−1/2. In actual experimental fracture
specimens, the critical stress σ0 needed for dislocation
emission is far lower due to much larger values of the
initial crack length a, and so the dislocation motion
may not reach the transonic regime, as in the present
MD study. However, the contribution from the sur-
face stress can cause some acceleration of dislocations
toward the free surface.
The surface stress itself (without any external load-

ing) may cause a significant increment in dislocation

velocity in the [001] direction (of about 400 m s−1 by
the present study), which complies with experimental
data on surface relaxation in bcc iron. This concerns
just very near vicinity of the free surface, since the
surface stress is short ranged in the [001] direction: 2–
3a0 by the present MD study, about 1 lattice param-
eter a0 by the experiments on surface relaxation [20]
and about 5 interplanar distances d001 (i.e., 2.5a0) by
quantum mechanical treatment [23] of {001} surfaces
in bcc iron.
Note that the range of surface relaxation (and con-

sequently of the surface stress) differs in the individual
crystallographic directions of bcc iron (see [20, 21, 23])
due to the anisotropy.
This study indicates that the disappearance of dis-

locations at the free crystal surfaces may be assisted
by the initial surface tension after the surface relax-
ation. As mentioned in [23], surface relaxation is also
important for other phenomena, such as adhesion or
adsorption of impurities at free surfaces, etc.

4. Summary

Dislocation emission from edge crack a/W = 0.8
embedded in a 3D bcc iron crystal was studied via MD
by direct graphical treatment of the atomistic con-
figurations, further via mapping of the local kinetic
energies of individual atoms (revealing the acoustic
emission from dislocations) and also from the global
energy balance.
The graphical treatment of MD results shows that

the edge dislocation segments in the middle of the
crystal after the emission move on the slip systems
〈111〉{112} with a subsonic velocity up to a very close
distance from the free surface (001) where they accel-
erate and penetrate the surface layers in transonic or
supersonic regime.
An analysis of the global energy balance and acous-

tic emission from the moving dislocations has shown
that dislocation motion in MD nearby the free sur-
face (001) can be accelerated to the transonic regime
(not supersonic), i.e., just above the velocity CT of the
transversal shear waves in the 〈111〉 direction.
Additional (complementary) stress calculations on

the atomistic level reveal the reason: the dislocations
in MD accelerate to transonic regimes at a close dis-
tance from the free surface, due to short ranged surface
tension. It complies with experimental data on surface
relaxation in bcc iron.
The transonic regime (Vdisl = 1.35CT − 1.38CT)

following from this study does not concern the dislo-
cations in macroscopic experimental specimens under
a low external loading. Here, the surface stress itself
(without any external loading) may only cause an in-
crement in dislocation velocity (of about 400 m s−1 by
this study). It concerns a very short distance 1–3 lat-
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tice parameter from the free surface (001). The range
of surface relaxation (and consequently the range of
surface stress) in bcc iron differs in the individual crys-
tallographic directions.
This study indicates that the existence of initial

surface tension can facilitate the disappearing of dis-
locations at the free crystal surfaces.
Further studies, focused on the development of a

reliable description of interatomic forces both in the
bulk crystal and at the free surfaces (based on quan-
tum mechanics) and more precise experimental data
on surface relaxation and on AE signal at free surfaces
are needed to verify the acceleration of dislocations
nearby the free surfaces.
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